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Abstract

Budzýnski and Kondracki [Rep. Math. Phys. 37 (1996) 365] have introduced a notion of locally
trivial quantum principal fibre bundle making use of an algebraic notion of covering, which allows
a reconstruction of the bundle from local pieces. Following this approach, we construct covariant
differential algebras and connections on locally trivial quantum principal fibre bundles by gluing
together such locally given geometric objects. We also consider covariant derivatives, connection
forms, curvatures and curvature forms and explore the relations between these notions. As an
example, aU(1) quantum principal bundle over a glued quantum sphere as well as a connection in
this bundle is constructed. The connection may be considered as aq-version of a Dirac monopole.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Since the appearance of quantum groups there has been a hope that it should be possible
to use them instead of the classical symmetry groups of physical theories, in particular
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for quantum field theories. It was expected that the greater variety of group-like structures
should lead, perhaps, to greater flexibility in the formulation of physical theories, thereby
paving the way to a better understanding of fundamental problems of quantum theory and
gravitation.

In (Lagrangian) quantum field theory, symmetry groups can be considered to appear in
a very natural geometrical scheme. They are structure groups of principal fibre bundles.
Moreover, on the classical level, all fields are geometrical objects living on the principal
bundle or on associated fibre bundles. Thus, it is natural to ask for a generalization of
the notion of principal bundle to a noncommutative situation. Thereby, in order to avoid
unnecessary restrictions, one should replace not only the structure group by a quantum
group, but also the base manifold (space–time) by a noncommutative space, which may
even be necessary for physical reasons (see [9,10,13,15]).

In recent years, there have been several attempts to define such quantum principal bundles
and the usual geometric objects that are needed to formulate gauge field theories on them, see
[2,4,11,12,14,18,20,22,24]. Roughly following the same idea (“reversing the arrows”), the
approaches differ in the details of the definitions. Closest to the classical idea that a locally
trivial bundle should be imagined as being glued together from trivial pieces is the definition
given in [4]. There, one starts with the notion of a covering of a quantum space. Being in
the context ofC∗-algebras, a covering is defined to be a (finite) family of closed ideals with
zero intersection, which is easily seen to correspond to finite coverings by closed sets in the
commutative case.C∗-algebras which have such a covering can be reconstructed from their
“restriction” to the elements of the covering by a gluing procedure. Such a reconstruction is
not always possible for general (notC∗-)algebras, as was noticed in [6]. The aim of [6] was
to introduce differential calculi over algebras with covering. Leaving theC∗-category, one is
confronted with the above difficulty, called “noncompleteness of a covering”. Nevertheless,
making use of “covering completions”, if necessary, a general scheme for differential calculi
on quantum spaces with covering was developed, and the example of the gluing of two
quantum discs, being homeomorphic to the quantum sphereS2

µc, c > 0, including the
gluing of suitable differential calculi on the discs, was described in detail.

In [4], a locally trivial quantum principal fibre bundle having as baseB such a quan-
tum space with covering, and as fibre a compact quantum groupH , is defined as a right
H -comodule algebra with a covering adapted to the covering of the base. “Adapted” means
that the ideals defining the covering appear as kernels of “locally trivializing” homomor-
phisms such that the intersections of these kernels with the embedded base are just the
embeddings of the ideals defining the covering ofB. Given such a locally trivial principal
fibre bundle, one can define analogues of the classical transition functions which have the
usual cocycle properties. Reversely, given such a cocycle one can reconstruct the bundle.
The transition functions are algebra homomorphismsH → Bij , whereBij is the algebra
corresponding to the “overlap” of two elements of the covering ofB. It turns out that they
must have values in the centre ofBij , which is related to the fact that principal bundles with
structure groupH are determined by bundles which have as structure group the classical
subgroup ofH , see [4].

The aim of the present paper is to introduce notions of differential geometry on locally
trivial bundles in the sense of [4] in such a way that all objects can be glued together from
local pieces.
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Let us describe the contents of the paper. In Section 2, locally trivial principal bundles are
defined slightly different from [4]. Not assumingC∗-algebras, we add to the definition of
[4] the assumption that the “base” algebra is embedded as the algebra of right invariants into
the “total space” algebra. This assumption has to be made in order to come back to the usual
notion in the classical case, as is shown by an example. We prove a technical proposition
about the restrictions of locally trivial principal bundles to overlaps of trivializations which
in turn makes it possible to prove a reconstruction theorem for such bundles in terms of
transition functions in the context of general algebras.

The aim of Section 3 is to introduce differential calculi on locally trivial quantum prin-
cipal bundles. They are defined in such a way that they are uniquely determined by giving
differential calculi on the “local pieces” of the base and a right-covariant differential calcu-
lus on the Hopf algebra (assuming that the calculi on the trivializations are graded tensor
products). Uniqueness follows from the assumption that the local trivializing homomor-
phisms should be differentiable and that the kernels of their differential extensions should
form a covering of the differential calculus on the total space, i.e. the differential calculus
is “adapted” in the sense of [6]. This covering need not be complete. Thus, in order to
have reconstructability, one has to use the covering completion, which in general is only a
differential algebra.

Section 4 is the central part of the paper. Whereas in the classical situation there is a
canonically given vertical part in the tangent space of a bundle, in the dual algebraic situation
there is a canonically given horizontal subbimodule in the bimodule of forms of first degree
on the bundle space. We start with the definition of left (right) covariant derivatives, which
involves a Leibniz rule, a covariance condition, invariance of the submodule of horizontal
forms, and a locality condition. Covariant derivatives can be characterized by families
of linear mapsAi : H → Γ (Bi) satisfyingAi(1) = 0 and a compatibility condition
being analogous to the classical relation between local connection forms. At this point a
bigger differential algebra on the basisB appears, which is maximal among all the (LC)
differential algebras being embeddable into the differential structure of the total space. Next
we define left (right) connections as a choice of a projection of the left (right)P-module of
one-forms onto the submodule of horizontal forms being covariant under the right coaction
and satisfying a locality condition. This is equivalent to the choice of a vertical complement
to the submodule of horizontal forms. Left and right connections are equivalent. With this
definition it is possible to reconstruct a connection from connections on the local pieces of
the bundle. The corresponding linear mapsAi : H → Γ (Bi) satisfy the conditions for the
Ai of covariant derivatives, and in additionR ⊂ kerAi (S−1(R) ⊂ kerAi), whereR is the
right ideal inH defining the right-covariant differential calculus there. Thus, connections
are special cases of covariant derivatives. There is a corresponding notion of connection
form as well as a corresponding notion of an exterior covariant derivative. The curvature
can be defined as the square of the exterior covariant derivative, and is nicely related to a
curvature form being defined by analogues of the structure equation. The local components
of the curvature are related to the local connection forms in a nice way, and they are related
among themselves by a homogeneous formula analogous to the classical one.

Finally, in Section 5, we give an example of a locally trivial principal bundle with a
connection. The basis of the bundle, constructed in [6], is a∗-algebra glued together from
two copies of a quantum disc. The structure group is the classical groupU(1), and the
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bundle is defined by giving one transition function, which is sufficient because the covering
of the basis has only two elements. Since all other coverings appearing in the example then
have also two elements, there are no problems with noncomplete coverings. The differential
calculus on the total space is determined by differential ideals in the universal differential
calculi over the two copies of the quantum disc and the structure group. For the group, the
ideal is chosen in a nonclassical way. Then, a connection is defined by giving explicitly two
local connection forms. The curvature of this connection is nonzero.

In Appendix A, the relevant facts about coverings and gluings of algebras and differential
algebras are collected, for the convenience of the reader. Details can be found in [6]. More-
over, we recall there some well-known facts about covariant differential calculi on quantum
groups.

In the following, algebras are always assumed to be overC, associative and unital. Ideals
are assumed to be two-sided, up to some occasions, where their properties are explicitly
specified. Tensor products of algebras are either equipped with the standard algebra struc-
ture (factorwise product) or, for differential algebras, with theZ2-graded product. If the
words “homomorphism” and “isomorphism” are used for mappings of algebras, they mean
homomorphisms and isomorphisms of algebras. The antipode of a Hopf algebra is always
assumed to be invertible.

2. Locally trivial quantum principal fibre bundles

Following the ideas of [4], we introduce in this section the definition of a locally trivial
quantum principal fibre bundle and prove propositions about the existence of trivial sub-
bundles and about the reconstruction of the bundle. Essentially, this is contained in [4],
up to some modifications: We do not assumeC∗-algebras, and we add to the axioms the
condition that the embedded base algebra coincides with the subalgebra of coinvariants. As
structure group we take a general Hopf algebra.

In the sequel we use the results of [6], see also Appendix A. We recall here that, for an
algebraB with a covering(Ji)i∈I , there are canonical mappingsπi : B → Bi := B/Ji ,
πi
j : Bi → Bij := B/(Ji + Jj ), πij : B → Bij , etc.

Definition 1. A locally trivial quantum principal fibre bundle (QPFB) is a tupel

(P,∆P , H,B, ι, (χi, Ji)i∈I ), (1)

whereB is an algebra,H is a Hopf algebra,P is a rightH comodule algebra with coaction
∆P , (Ji)i∈I is a complete covering ofB, andχi andιare homomorphisms with the following
properties:

χi : P → Bi ⊗ H surjective, ι : B → P injective,

(id ⊗ ∆) ◦ χi = (χi ⊗ id) ◦ ∆P , χi ◦ ι(a) = πi(a) ⊗ 1, a ∈ B,

(kerχi)i∈I complete covering ofP, ι(B) = {f ∈ P|∆P (f ) = f ⊗ I }.

Such a tupel we often denote simply byP. Occasionally,P,B andH are called total space,
base space and structure group of the bundle.
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The last assumption in Definition 1 does not appear in the definition of QPFB given in [4].
It is however used by other authors [1,11,20]. Already in the classical case this condition is
needed to guarantee the transitive action of the structure group on the fibres, as shows the
following example.

Example. Let M be a compact topological space covered by two closed subsetsU1 and
U2 being the closure of two open subsets coveringM. DefineM0 = U1∪̇U2 (disjoint
union).M is obtained fromM0 identifying all corresponding points ofU1 andU2. There
is a natural projectionM0 → M. Let us consider the algebras of continuous functions
C(M) andC(M0) overM andM0, respectively. There exists an injective homomorphism
κ : C(M) → C(M0) being the pull back of the natural projectionM0 → M. Suppose
we have constructed a principal fibre bundleP overM0 with structure groupG, which
is trivial on each of the disjoint components. Then we have an injective homomorphism
ιo : C(M0) → C(P ) and two trivializationsχ1,2 : C(P ) → C(U1,2) ⊗ C(G) with the
properties assumed in Definition 1. The injective homomorphismι : C(M) → C(P ),
ι := ι0 ◦ κ, fulfills all the assumptions in Definition 1 up to the last one, and one obtains a
fibrationP over the base manifoldM which is not a principal fibre bundle.

Proposition 1. LetPc be the covering completion ofP with respect to the complete covering
(kerχi)i∈I . LetK : P → Pc be the corresponding isomorphism. The tupel

(Pc,∆Pc, H,B, ιc, (χic, Ji)i∈I ),

where

∆Pc = (K ⊗ id) ◦ ∆P ◦ K−1, χic = χi ◦ K−1, ιc = K ◦ ι,

is a locally trivial QPFB.

The proof is obvious (transport of the structure usingK).

Definition 2. A locally trivial QPFB P is called trivial if there exists an isomorphism
χ : P → B ⊗ H such that

χ ◦ ι = id ⊗ 1, (χ ⊗ id) ◦ ∆P = (id ⊗ ∆) ◦ χ.

Remark. A locally trivial QPFB with cardI = 1, i.e. with trivial covering ofB, is trivial.
Triviality of the covering means that it consists of only one idealJ = 0. Moreover, there is
only one trivializing epimorphismχ : P → B ⊗ H which necessarily fulfills kerχ = 0.

There are several trivial QPFB related to a locally trivial QPFB. DefinePi := P/kerχi .
Thenχ̃i : Pi → Bi ⊗ H defined by

χ̃i (f + kerχi) := χi(f ) (2)

is a well-defined isomorphism.ιi : Bi → Pi defined by

ιi(b) := χ̃−1
i (b ⊗ 1)
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is injective and fulfillsχ̃i ◦ ιi = id ⊗ 1. Moreover∆Pi
: Pi → Pi ⊗ H is well defined by

∆Pi
(f + kerχi) := ∆P (f ) + kerχi ⊗ H,

because from(id⊗∆)◦χi = (χi ⊗ id)◦∆P follows∆P (kerχi) ⊂ kerχi ⊗H . Obviously,
∆Pi

is a right coaction. Moreover,(χ̃i ⊗ id) ◦ ∆Pi
= (id ⊗ ∆) ◦ χ̃i , andιi(Bi) = {f ∈

Pi |∆Pi
(f ) = f ⊗ 1}. Thus(Pi , ∆Pi

, H, Bi, ιi , (χ̃i ,0)) is a trivial QPFB.
Let Pij := P/(kerχi + kerχj ). Then there is an isomorphism̃χi

ij : Pij → (Bi ⊗
H)/χi(kerχj ) given by

χ̃ i
ij (f + kerχi + kerχj ) := χi(f ) + χi(kerχj ). (3)

It is natural to expect thatPij should be a trivial bundle isomorphic toBij ⊗ H . In fact, we
will show that there is a natural isomorphism(Bi ⊗ H)/χi(kerχj ) � Bij ⊗ H , leading
to trivialization mapsχi

ij : Pij → Bij ⊗ H . Let us introduce the natural projectionsπiP :

P → Pi , πijP : P → Pij andπi
jP : Pi → Pij . Obviously,χ̃i ◦ πiP = χi , πiP = χ̃−1

i ◦ χi

andπijP = πi
jP ◦ πiP . We will need the following lemma, which generalizes an analogous

lemma proved in [4] for the case of compact quantum groups.

Lemma 1. LetB be an algebra andH be a Hopf algebra. LetJ ⊂ B ⊗ H be an ideal
with the property

(id ⊗ ∆)J ⊂ J ⊗ H.

Then there exists an idealI ⊂ B such thatJ = I ⊗ H . This ideal is uniquely determined
and equals(id ⊗ ε)(J ).

Proof. It follows from surjectivity ofid ⊗ ε thatI := (id ⊗ ε)(J ) is an ideal inB. We will
showJ = I ⊗ H . First, we proveJ ⊂ I ⊗ H . Because of(id ⊗ ε ⊗ id) ◦ (id ⊗ ∆) = id
and(id ⊗ ∆)J ⊂ J ⊗ H , we have(id ⊗ ε ⊗ id) ◦ (id ⊗ ∆)J = J ⊂ I ⊗ H . I ⊗ H ⊂ J

is a consequence ofI ⊗ 1 ⊂ J , which is proved as follows: A general element ofI has the
form

∑
kakε(hk), where

∑
kak ⊗ hk ∈ J . Because of∑

k

akε(hk) ⊗ 1 =
∑
k

∑
(ak ⊗ hk(1) )(1 ⊗ S(hk(2) ))

and

(id ⊗ ∆)

(∑
k

ak ⊗ hk

)
=
∑
k

ak ⊗ hk(1) ⊗ hk(2) ∈ J ⊗ H,

∑
kakε(hk) ⊗ 1 is an element ofJ . �

Proposition 2. Pij is a trivial QPFB, i.e. there exist

χi
ij : Pij → Bij ⊗ H, ∆Pij : Pij → Pij ⊗ H, ιij : Bij → Pij ,

such that the conditions of Definitions1 and 2are satisfied.
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Remark. Pij is a trivial QPFB in two ways by choosingχi
ij or χj

ij . The composition of
these maps just gives the transition functions.

Proof. Applyingχi ⊗ id to∆P (kerχj ) ⊂ kerχj ⊗H and using(id⊗∆)◦χi = (χi ⊗ id)◦
∆P it follows that(id⊗∆)◦χi(kerχj ) ⊂ χi(kerχj )⊗H . By Lemma 1, there exist ideals
K̃i

j ⊂ Bi such thatχi(kerχj ) = K̃i
j⊗H .Ki

j := πi
j (K̃

i
j ) is an ideal inBij . Our aim is to show

K̃i
j = πi(Jj ), because then we have a natural isomorphismBi ⊗H/χi(kerχj ) � Bij ⊗H

whose composition with̃χi
ij gives the desiredχi

ij .

First we showπi(Jj ) ⊂ K̃i
j . According to Lemma 1, we havẽKi

j = (id⊗ε)(χi(kerχj )).

We need to show that forb ∈ Jj there exists̃b ∈ kerχj with (id ⊗ ε) ◦χi(b̃) = πi(b). This
is obviously achieved by taking̃b = ι(b).

Using this inclusion, one finds that there is a canonical isomorphism(Bi ⊗ H)/χi
(kerχj ) � (Bij/K

i
j ) ⊗ H given by b ⊗ h + χi(kerχj ) → (πi(b) + Ki

j ) ⊗ h. Com-

posing withχ̃ i
ij (see (3)), there results an isomorphismχi

ij : Pij → Bij/K
i
j ⊗ H given

by

χi
ij (f + kerχi + kerχj ) := (πi

j ⊗ id) ◦ χi(f ) + Ki
j ⊗ H.

Our goal is now to showKi
j = πi

j (K̃
i
j ) = 0.

As a first step we will proveKi
j = K

j
i . To this end, we note that

φ̃ji := χ
j
ij ◦ πi

jP ◦ χ̃i
−1

is a homomorphism̃φji : Bi ⊗ H → Bij/K
j
i ⊗ H with kerφ̃ji = K̃i

j ⊗ H . In terms of this

homomorphism, we define a homomorphismψji : Bij → Bij/K
j
i by

ψji (a + Ji + Jj ) := (id ⊗ ε) ◦ φ̃ji ((a + Ji) ⊗ 1).

ψji is well defined due to the inclusionπi(Jj ) ⊂ K̃i
j already proved above. From kerφ̃ji =

K̃i
j ⊗ H easily follows that kerψji ⊃ Ki

j . On the other hand, the following calculation

shows thatψji : Bij → Bij/K
j
i is the natural projection, and thereforeKi

j = K
j
i

ψji (a + Ji + Jj )

= (id ⊗ ε) ◦ φ̃ji ((a + Ji) ⊗ 1) = (id ⊗ ε) ◦ χ
j
ij ◦ πi

jP ◦ χ̃−1
i ((a + Ji) ⊗ 1)

= (id ⊗ ε) ◦ χ
j
ij ◦ πijP (ι(a)) = (id ⊗ ε) ◦ χ

j
ij (ι(a) + kerχi + kerχj )

= (id ⊗ ε)((π
j
i ⊗ id) ◦ χj (ι(a)) + K

j
i ⊗ H)

= (id ⊗ ε)((π
j
i ⊗ id)(πj (a) ⊗ 1) + K

j
i ⊗ H)

= πij (a) + K
j
i .

Note thatKi
j = K

j
i also meansψij = ψji .
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For showingKi
j = 0, we use the completeness of the covering(kerχi)i∈I . The covering

completion ofP is by definition

Pc =
{
(fi)i∈I ∈ ⊕

i∈I
P/kerχi |πi

jP (fi) = π
j
iP (fj )

}
.

We introduce a locally trivial QPFB̆P � Pc such that a comparison of̆PcoH = {f ∈
P̆|∆P̆ (f ) = f ⊗ 1} with B � Bc allows to read off kerψij = Ki

j = 0. Let φij :

Bij/K
i
j ⊗ H → Bij/K

i
j ⊗ H be the isomorphisms defined by

φij := χi
ij ◦ χ

j
ij

−1.

Using the identities

χi
ij ◦ πi

jP ◦ χ̃−1
i = (ψij ⊗ id) ◦ (πi

j ⊗ id)

it is easy to verify that the algebraPc is isomorphic to the algebra

P̆ =
{
(gi)i∈I ∈ ⊕

i∈I
(Bi ⊗ H)

∣∣∣∣ (ψji ⊗ id) ◦ (πi
j ⊗ id)(gi)

= φij ◦ (ψji ⊗ id) ◦ (π
j
i ⊗ id)(gj )

}
(4)

(cf. Lemma 1 in [6]), and the corresponding isomorphismχ : Pc → P̆ is defined by
χ((fi)i∈I ) := (χ̃i(fi))i∈I . Transporting the homomorphisms∆Pc, χic and ιc to ∆P̆ :=
(χ ⊗ id) ◦ ∆Pc ◦ χ−1, χ̆i := χic ◦ χ−1 andῐ := χ ◦ ιc respectively, one obtains a locally
trivial QPFB again. Explicitly,

∆P̆ ((gi)i∈I ) = ((id ⊗ ∆)(gi))i∈I , χ̆i((gk)k∈I ) = gi, ῐ(a) = (πi(a) ⊗ 1)i∈I .

Using the existence of∆
P̆

and ῐ, and surjectivity ofψji andπi
j , one easily shows that the

isomorphismsφij fulfill

(id ⊗ ∆) ◦ φij = (φij ⊗ id) ◦ (id ⊗ ∆), (5)

φij (a ⊗ 1) = a ⊗ 1, a ∈ Bij/K
i
j . (6)

Using (5) and (6) it follows that the subalgebrăPcoH = {f ∈ P̆|∆P̆ (f ) = f ⊗ 1} is
isomorphic to

P̆coH =
{
(ai ⊗ 1)i∈I ∈ ⊕

i∈I
Bi ⊗ 1

∣∣∣∣ψji ◦ πi
j (ai) ⊗ 1 = ψji ◦ π

j
i (aj ) ⊗ 1

}
.

This algebra is by Definition 1 isomorphic to

B � Bc =
{
(ai)i∈I ∈ ⊕

i∈I
Bi

∣∣∣∣πi
j (ai) = π

j
i (aj )

}
(see [6] and Appendix A). It follows that theψij have to be isomorphisms, i.e. kerψij =
Ki

j = 0, which means in factψij = id. Thus,χi
ij : Pij → Bij ⊗ H are isomorphisms.
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Further define∆Pij : Pij → Pij ⊗ H by

∆Pij (f + kerχi + kerχj ) := ∆P (f ) + (kerχi + kerχj ) ⊗ H

andιij : Bij → Pij by

ιij (πij (a)) := ι(a) + kerχi + kerχj .

It is easy to verify that all the conditions of Definition 2 are satisfied. �

Notice that, due toKi
j = 0, we haveK̃i

j = πi(Jj ). This means

χi(kerχj ) = πi(Jj ) ⊗ H. (7)

The isomorphismsχi
ij satisfy

χi
ij ◦ πijP = (πi

j ⊗ id) ◦ χi, (8)

and theφij defined above are isomorphismsBij ⊗ H → Bij ⊗ H fulfilling (5) and (6)
φij ◦ φji = id.

Notice that the isomorphismK appearing in Proposition 1 is a bundle isomorphism in
the following sense:

Definition 3. Two locally trivial QPFBs(P,∆P , H,B, ι, (χi, Ji)i∈I ) and(P ′,∆P ′ , H,B,

ι′, (χ ′
i , Ji)i∈I ) with the same structure groupH , the same baseB and the same covering

(Ji)i∈I of B are said to be isomorphic, if there exists an isomorphismψ : P → P ′ such
that

ψ ◦ ι = ι′, (9)

(ψ ⊗ id) ◦ ∆P = ∆P ′ ◦ ψ, (10)

ψ(kerχi) = kerχ ′
i . (11)

For classical locally trivial principal fibre bundles the condition (11) follows from (9) (a
bundle isomorphism preserves the fibres). kerχi is in this case the set of functions vanishing
on some trivialized piece of the bundle space. We were not able to derive (11) from the
other assumptions in general. However, condition (11) is fulfilled automatically in the case
I = {1,2}. This follows from the following proposition.

Proposition 3. For a locally trivial QPFB(P,∆P , H,B, ι, (χi, Ji)i∈{1,2}) the equalities

kerχi = Pι(Ji)P, i = 1,2, (12)

are valid.

Proof. The inclusion kerχi ⊃ Pι(Ji)P is obvious fromχ ◦ ι = πi ⊗ 1H . To prove
the other inclusion, assumeχ1(p) = 0. It follows from (8) that(π1

2 ⊗ id) ◦ χ1(p) =
φ12 ◦ (π2

1 ⊗ id) ◦ χ2(p) = 0, thereforeχ2(p) ∈ ker(π2
1 ⊗ id) = π2(J1) ⊗ H . Thus, one

findsbk ∈ J1 andhk ∈ H such thatχ2(p) = ∑
kπ2(bk) ⊗ hk. Due to the surjectivity of
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χ2 there exists̃hk ∈ P such thatχ2(h̃k) = 1 ⊗ hk. The elementp2 := ∑
kι(bk)h̃k is in

Pι(J1)P ⊂ kerχ1 and thereforep − p2 ∈ kerχ1. But p − p2 ∈ kerχ2 by construction,
and thusp − p2 ∈ kerχ1 ∩ kerχ2 = {0}. �

Eq. (11) is in the caseI = {1,2} an immediate consequence of this proposition

ψ(kerχi) = P ′ψ(ι(Ji))P
′ = P ′ι′(Ji)P ′ = kerχ ′

i . (13)

Proposition 4 (cf. Budzýnski and W. Kondracki [4]).A locally trivial QPFB over a basis
B with complete covering(Ji)i∈I and with structure group H defines a family of homomor-
phisms

τij : H → Bij

called transition functions, satisfying the conditions

τii (h) = 1ε(h) ∀h ∈ H, τji (S(h)) = τij (h) ∀h ∈ H,

τij (h)a = aτij (h) ∀a ∈ Bij , h ∈ H,

π
ij
k ◦ τij (h) = mBijk ◦ ((π ik

j ◦ τik) ⊗ (π
jk
i ◦ τkj)) ◦ ∆(h) ∀h ∈ H.

Here, π ik
j : Bik → Bijk are the canonical homomorphisms, mBijk is the multiplication in

Bijk . On the other hand, every family of transition functions(i.e. of homomorphismsτij

with the above properties) related to an algebraB with complete covering(Ji)i∈I and a
Hopf algebraH determines a locally trivial QPFB(Pτ ,∆Pτ

, H,B, ιτ , (χiτ , Ji)i∈I ). If the
transition functions stem from a given locally trivial QPFB(P,∆P , H,B, ι, (χi, Ji)i∈I ),
the bundlePτ is isomorphic toP.

Proof. Let a bundleP be given and let theφij : Bij ⊗ H → Bij ⊗ H be defined as above.
Define homomorphismsτij : H → Bij by

τji (h) := (id ⊗ ε) ◦ φij (1 ⊗ h). (14)

(There is another possible choice,τij (h) := (id⊗ε)φij (1⊗h), which corresponds to another
form of the cocycle condition.) One shows that (14) is equivalent to

φij (a ⊗ h) =
∑

aτji (h(1)) ⊗ h(2). (15)

Using (5), (6) and(ε ⊗ id) ◦ ∆ = id it follows from (14) that∑
aτji (h(1)) ⊗ h(2) =

∑
(a ⊗ 1)((id ⊗ ε) ◦ φij (1 ⊗ h(1)) ⊗ h(2))

= (a ⊗ 1)(id ⊗ ε ⊗ id) ◦ (φij ⊗ id) ◦ (id ⊗ ∆)(1 ⊗ h)

= (a ⊗ 1)(id ⊗ ε ⊗ id) ◦ (id ⊗ ∆) ◦ φij (1 ⊗ h)

= (a ⊗ 1)φij (1 ⊗ h) = φij (a ⊗ h).

Conversely, if (15) is satisfied, the choicea = 1, together withε(h(2))⊗h(1) = h gives (14).
τii (h) = ε(h)1 follows fromφii = id. Every homomorphismτij : H → B is convolution
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invertible with convolution inverseτ−1
ij = τij ◦ S. On the other hand fromφij ◦ φji = id

easily followsτ−1
ij = τji :

φij ◦ φji (1 ⊗ h) = φij

(∑
τij (h(1)) ⊗ h(2)

)
=
∑

τij (h(1))τji (h(2)) ⊗ h(3) = 1 ⊗ h.

Applying id ⊗ ε, we obtain
∑

τij (h(1))τji (h(2)) = ε(h)1, i.e.τji = τij ◦ S. τij has values in
the centre ofBij

aτij (h) − τij (h)a = a(id ⊗ ε)φji (1 ⊗ h) − (id ⊗ ε)φji (1 ⊗ h)a

= (id ⊗ ε)((a ⊗ 1)φji (1 ⊗ h) − φji (1 ⊗ h)(a ⊗ 1))

= (id ⊗ ε)(φji ((a ⊗ h) − (a ⊗ h))) = 0.

To prove the last relation of the proposition, define isomorphismsφk
ij : Bijk ⊗H → Bijk ⊗H

by

φk
ij ((a ⊗ h) + πij (Jk) ⊗ H) := φij (a ⊗ h) + πij (Jk) ⊗ H

(usingBijk � Bij/πij (Jk)). φk
ij are well defined because ofφij (a ⊗ 1) = a ⊗ 1. Now, a

lengthy but simple computation leads to

φk
ij = φ

j

ik ◦ φi
kj.

The idea of this computation is to consider the isomorphismχ
ijk
i : P/(kerχi + kerχj +

kerχk) → Bijk ⊗ H induced byχi and to proveφk
ij = χ

ijk
i ◦ χ

ijk
j

−1.

Combining the definition ofφk
ij with (15), one obtains

φk
ij (a ⊗ h) =

∑
aπ

ij
k ◦ τji (h(1)) ⊗ h(2).

Therefore, takinga = 1 and applyingid ⊗ ε,

π
ij
k ◦ τji (h) = (id ⊗ ε) ◦ φk

ij (1 ⊗ h).

Inserting hereφk
ij (1 ⊗ h) = φ

j

ik ◦ φi
kj(1 ⊗ h) yields

π
ij
k ◦ τji (h) =

∑
(π

kj
i ◦ τjk(h(1)))(π

ik
j ◦ τki(h(2))).

This ends the proof of one direction of the proposition.
We will not give the details of reconstruction of the bundle from the transition func-

tions. We only remark that, for a given family of transition functionsτij , we define the
isomorphismsφij by formula (15), which gives rise to the gluing

Pτ =
{
(fi)i∈I ∈ ⊕

i∈I
(Bi ⊗ H)

∣∣∣∣ (πi
j ⊗ id)(fi) = φij ◦ (π

j
i ⊗ id)(fj )

}
. (16)

One verifies that the formulas

∆Pτ
((fi)i∈I ) = (id ⊗ ∆(fi))i∈I ∀(fi)i∈I ∈ Pτ , (17)
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χτk((fi)i∈I ) = fk ∀(fi)i∈I ∈ Pτ , (18)

ιτ (a) = (πi(a) ⊗ 1)i∈I ∀a ∈ B (19)

define a locally trivial QPFB(Pτ ,∆Pτ
, H,B, ιτ , (χτi, Ji)i∈I ). If the τij stem from a given

locally trivial QPFBP, applying the isomorphismχ−1 defined as above (proof of Propo-
sition 2) leads toPc � Pτ . �

Note that the QPFBsP,Pc,Pτ have identical transition functions.
The following proposition summarizes Definition 9, Proposition 4 and Theorem 3 of [4].

Proposition 5. Families(τij ) and(τ ′
ij ) of transition functions related to the same covering

of the baseB and the same Hopf algebraH define isomorphic locally trivial QPFBs if and
only if there exists a family(σi)i∈I of homomorphismsσi : H → Bi with values in the
centre ofBi such that

τ ′
ij = mBij ◦ (mBij ⊗id) ◦ (πi

j⊗id ⊗ piji ) ◦ ((σi ◦ S) ⊗ τij ⊗ σj ) ◦ (id ⊗ ∆)◦∆, (20)

or, in Sweedler notation,

τ ′
ij (h) =

∑
(πi

j ◦ σi ◦ S(h(1)))(τij (h(2)))(π
j
i ◦ σj (h(3))). (21)

Proof. Using the isomorphy to gluings of the type (16), the proof relies on the following.
First, a bundle isomorphismψ in the sense of Definition 3 gives rise to isomorphisms
ψi : Bi ⊗ H → Bi ⊗ H of trivial bundles by

ψi ◦ χi = χ ′
i ◦ ψ. (22)

Theψi are bijective due to (11). Corresponding homomorphismsσi : H → Bi are defined
by

σi(h) = (id ⊗ ε) ◦ ψi(1 ⊗ h). (23)

On the other hand, if a family of centre-valued homomorphismsσi : H → Bi is given,
corresponding isomorphismsψi : Bi ⊗ H → Bi ⊗ H are defined by

ψi(b ⊗ h) =
∑

bσi(h(1)) ⊗ h(2). (24)

We leave the details of the argument to the reader. �

3. Adapted covariant differential structures on locally trivial QPFB

In the sequel, we will use the skew tensor product of differential calculi. LetΓ (A) and
Γ (B) be two differential calculi. We define the differential calculusΓ (A)⊗̂Γ (B) as the
vector spaceΓ (A) ⊗ Γ (B) equipped with the product

(γ ⊗̂ρ)(ω⊗̂τ) = (−1)mn(γω⊗̂ρτ),

ω ∈ Γ n(A), ρ ∈ Γ m(B), γ ∈ Γ (A), τ ∈ Γ (B) (25)
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and the differential

d(γ ⊗̂ρ) = (dγ ⊗̂ρ) + (−1)n(γ ⊗̂dρ), γ ∈ Γ n(A), ρ ∈ Γ (B). (26)

We remind the reader that for every differential calculusΓ (A) there exists a differential ideal
J (A) in the universal differential calculusΩ(A) such thatΓ (A) � Ω(A)/J (A). There
may be differentJ (A) leading to isomorphicΩ(A)/J (A). We always chooseJ (A) =
ker(idAΩ→Γ ) (see Appendix A for this notation) and call this ideal the differential ideal
corresponding toΓ (A).

Proposition 6. LetΓ (A) andΓ (B) be two differential calculi and letJ (A) ⊂ Ω(A) and
J (B) ⊂ Ω(B)be the corresponding differential ideals, respectively. Let id⊗1 : A → A⊗B

and1 ⊗ id : B → A ⊗ B be the embedding homomorphisms. Then, the differential ideal
J (A ⊗ B) ⊂ Ω(A ⊗ B) corresponding toΓ (A)⊗̂Γ (B) is generated by the sets

(id ⊗ 1)Ω(J (A)); (1 ⊗ id)Ω(J (B))

{(a ⊗ 1)d(1 ⊗ b) − (d(1 ⊗ b))(a ⊗ 1)|a ∈ A, b ∈ B}. (27)

Proof. J (A ⊗ B) is defined as the kernel of̃ψ := (idA⊗B)Ω→Γ : Ω(A ⊗ B) →
Γ (A)⊗̂Γ (B). ψ̃ can be written explicitly as follows:

ψ̃

(∑
k

(a0
k ⊗ 1)d(a1

k ⊗ 1)

)
=
∑
k

a0
kda1

k⊗̂1,

ψ̃

(∑
k

(1 ⊗ b0
k)d(1 ⊗ b1

k)

)
=
∑
k

1⊗̂b0
kdb1

k.

Using the rules (25) and (26) it is easy to verify that the differential idealJ̃ (A⊗B) generated
by the sets (27) satisfies̃J (A⊗B) ⊂ kerψ̃ . Let Γ̃ (A⊗B) = Ω(A⊗B)/J̃ (A⊗B). Using
the Leibniz rule andd2 = 0, one concludes easily from (27) that there are the following
relations inΓ̃ (A ⊗ B):

(d(a ⊗ 1))(1 ⊗ b) = (1 ⊗ b)d(a ⊗ 1), (28)

d(a ⊗ 1)d(1 ⊗ b) = −d(1 ⊗ b)d(a ⊗ 1). (29)

We define now a homomorphismψ : Γ̃ (A ⊗ B) → Γ (A)⊗̂Γ (B) by ψ ◦ π = ψ̃ ,
whereπ : Ω(A ⊗ B) → Γ̃ (A ⊗ B) is the quotient map with respect tõJ (A ⊗ B). ψ
is well defined because of̃J (A ⊗ B) ⊂ kerψ̃ . On the other hand, we define a linear
map φ : Γ (A)⊗̂Γ (B) → Γ̃ (A ⊗ B). Due to (id ⊗ 1B)Ω(J (A)) ⊂ J̃ (A ⊗ B) and
(1A ⊗ id)Ω(J (B)) ⊂ J̃ (A⊗B) there exist homomorphismsΥA := (id ⊗ 1B)Γ : Γ (A) →
Γ̃ (A ⊗ B) andΥB := (1A ⊗ id)Γ : Γ (B) → Γ̃ (A ⊗ B), andφ is defined by

φ(α⊗̂β) := ΥA(α)ΥB(β).

φ is well defined due to the universality of the tensor productΓ (A)⊗ Γ (B). Now, a direct
computation, making use of (28) and (29), shows thatφ ◦ψ = id andψ ◦ φ = id. Thus,ψ
is an isomorphism, and it follows thatJ (A ⊗ B) = kerψ̃ = J̃ (A ⊗ B). �
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Remark. If we are in a converse situation, i.e. if a differential calculusΓ (A ⊗ B) with
corresponding differential idealJ (A ⊗ B) is given, there exist differential idealsJ (A) :=
J (A⊗B)∩Ω(A⊗1) andJ (B) := J (A⊗B)∩Ω(1⊗B). By Proposition 6, the differential
calculus is isomorphic to an algebra of the formΓ (A)⊗̂Γ (B) if and only if J (A ⊗ B) is
generated by the sets (27).

In the sequel, we always identifyP/kerχi with Bi ⊗H , by means of the isomorphisms
χ̃i (see (2)).

Our goal is now to define differential structures onP. By Proposition 22, a family of dif-
ferential calculiΓ (Bi) and a right-covariant differential calculusΓ (H) determine unique
differential calculiΓ (B) andΓ (P) such that(Γ (B), (Γ (Bi))i∈I ) and(Γ (P), (Γ (Bi)⊗̂
Γ (H))i∈I are adapted to(B, (Ji)i∈I ) and(P, (kerχi)i∈I ), respectively.Γ (P) andΓ (B)

are given in the following way: one has the extensionsχiΩ→Γ : Ω(P) → Γ (Bi)⊗̂Γ (H)and
πiΩ→Γ : Ω(B) → Γ (Bi) of theχi andπi , respectively. These extensions give rise to differ-
ential ideals kerχiΩ→Γ ⊂ Ω(P) and kerπiΩ→Γ ⊂ Ω(B), thusJ (P) := ∩i∈IkerχiΩ→Γ and
J (B) := ∩i∈IkerπiΩ→Γ are differential ideals. By construction,Γ (P) := Ω(P)/J (P) and
Γ (B) := Ω(B)/J (B) are adapted, i.e. the extensionsχiΓ : Γ (P) → Γ (Bi)⊗̂Γ (H) and
πiΓ : Γ (B) → Γ (Bi) of theχi andπi exist and fulfill∩i∈IkerχiΓ = 0 and∩i∈IkerπiΓ =
0, respectively.

Definition 4. A differential structure on a locally trivial QPFB is a differential calculus
Γ (P) defined by a family of differential calculiΓ (Bi) and a right-covariant differential
calculusΓ (H), as described above.

Proposition 7. Let Γ (P) be a differential structure onP, and letΓ (B) be determined
by the correspondingΓ (Bi) as above. ThenΓ (P) is covariant, i.e. there exists a right
coaction∆Γ

P : Γ (P) → Γ (P)⊗H extending∆P and being compatibel withd,∆Γ
P (df) =

(d ⊗ id) ◦ ∆P (f ) (cf. Definition13).TheχiΓ satisfy

∆Γ
P (kerχiΓ ) ⊂ kerχiΓ ⊗ H ∀i ∈ I. (30)

The extensionιΓ : Γ (B) → Γ (P) of ι exists, fulfills

χiΓ ◦ ιΓ (γ ) = πiΓ (γ )⊗̂1 ∀γ ∈ Γ (B),

and is injective.

Proof. As explained before Definition 4, the differential ideal corresponding toΓ (P) is
J (P) = ∩ikerχiΩ→Γ ⊂ Ω(P). Using the right covariance ofΩ(P) andΓ (H), and
Definition 15 one finds that the extensionsχiΩ→Γ fulfill

(χiΩ→Γ ⊗ id) ◦ ∆Ω
P = (id ⊗ ∆Γ ) ◦ χiΩ→Γ ,

where∆Γ is the right coaction ofΓ (H). Due to this formula the differential ideals kerχiΩ→Γ

are covariant under the coaction ofH , i.e.∆Ω
P (kerχiΩ→Γ ) ⊂ kerχiΩ→Γ ⊗ H , thus, the

differential idealJ (P) := ∩i∈IkerχiΩ→Γ corresponding toΓ (P) is covariant and it follows
thatΓ (P) is covariant. This also gives (30).
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The differential ideal corresponding toΓ (B) isJ (B) = ∩ikerπiΩ→Γ ⊂ Ω(B). It is easy
to see thatιΩ(J (B)) ⊂ J (P), thus the extensionιΓ of ι with respect toΓ (B) andΓ (P)
exists. ClearlyιΓ satisfies

χiΓ ◦ ιΓ (γ ) = πiΓ (γ )⊗̂1 ∀γ ∈ Γ (B).

Because of this formula and∩ikerπiΓ = 0, ιΓ is injective. �

The differential structure on a locally trivial QPFB determines the covering completion
Γc(P) of Γ (P) with respect to the covering(kerχiΓ )i∈I (see Appendix A).Γc(P) is an
LC-differential algebra (see Appendix A) with local differential calculiΓ (Bi)⊗̂Γ (H). It
will be shown thatΓc(P) is a rightH -comodule algebra and that the covering completion
Γc(B) ofΓ (B) is embedded inΓc(P). But first we need some facts about differential calculi
overBij ⊗H appearing in our context. For the moment we can even assume that the above
construction ofΓ (P) is performed for a general differential calculusΓ (Bi ⊗H). Over the
algebrasBij ⊗ H there exist two isomorphic differential calculiΓ i(Bij ⊗ H) = Γ (Bi ⊗
H)/χiΓ (kerχjΓ ) andΓ j (Bij ⊗ H) = Γ (Bj ⊗ H)/χjΓ (kerχiΓ ), and two corresponding
differential idealsJ i(Bij ⊗ H) ⊂ Ω(Bij ⊗ H) andJ j (Bij ⊗ H) ⊂ Ω(Bij ⊗ H).

Proposition 8. The differential idealsJ i(Bij ⊗H)andJ j (Bij ⊗H)have the following form:

J i(Bij ⊗ H) = (πi
j ⊗ id)Ω(J (Bi ⊗ H)) + φijΩ ◦ (π

j
i ⊗ id)Ω(J (Bj ⊗ H)) (31)

J j (Bij ⊗ H) = (π
j
i ⊗ id)Ω(J (Bj ⊗ H)) + φjiΩ ◦ (πi

j ⊗ id)Ω(J (Bi ⊗ H)), (32)

whereφijΩ are the the extensions of the isomorphismsφij corresponding to the transition
functionsτji .

For the proof, we need the following lemma.

Lemma 2.

(πi
j ⊗ id) ◦ χi = φij ◦ (π

j
i ⊗ id) ◦ χj .

Proof of the lemma. Using the identitiesφij = χi
ij ◦ χj

ij
−1 andχi

ij ◦ πijP = (πi
j ⊗ id) ◦ χi ,

one has

(πi
j ⊗ id) ◦ χi = χi

ij ◦ πijP = φij ◦ χ
j
ij ◦ πijP = φij ◦ (π

j
i ⊗ id) ◦ χj . �

Proof of the proposition. The differential calculusΓ i(Bij⊗H) = Γ (Bi⊗H)/χiΓ (kerχjΓ )
is isomorphic toΓ (P)/(kerχiΓ + kerχjΓ ), which in turn is isomorphic toΩ(P)/
(kerχiΩ→Γ +kerχjΩ→Γ ). Thus, the differential calculiΓ i(Bij ⊗H) andΓ j (Bij ⊗H) can be
identified withΩ(Bi⊗H)/χiΩ (kerχiΩ→Γ +kerχjΩ→Γ ) andΩ(Bj ⊗H)/χjΩ (kerχiΩ→Γ +
kerχjΩ→Γ ), respectively. Applying(πi

j ⊗ id)Ω respectively(πj
i ⊗ id)Ω one obtains the

differential ideals

J i(Bij ⊗ H) = (πi
j ⊗ id)Ω ◦ χiΩ (kerχiΩ→Γ + kerχjΩ→Γ ),

J j (Bij ⊗ H) = (π
j
i ⊗ id)Ω ◦ χjΩ (kerχiΩ→Γ + kerχjΩ→Γ ).
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Now,χiΩ (kerχiΩ→Γ ) = J (Bi ⊗ H) andχjΩ (kerχjΩ→Γ ) = J (Bj ⊗ H) yields

J i(Bij ⊗ H) = (πi
j ⊗ id)Ω(J (Bi ⊗ H)) + (πi

j ⊗ id)Ω ◦ χiΩ (χ
−1
jΩ

(J (Bj ⊗ H))).

(33)

Due to Lemma 2, the two homomorphisms(πi
j ⊗ id)Ω ◦ χiΩ : Ω(P) → Ω(Bij ⊗ H) and

(π
j
i ⊗ id)Ω ◦ χjΩ : Ω(P) → Ω(Bij ⊗ H) are connected by

(πi
j ⊗ id)Ω ◦ χiΩ = φijΩ ◦ (π

j
i ⊗ id)Ω ◦ χjΩ ,

thus

(πi
j ⊗ id)Ω ◦ χiΩ (χ

−1
jΩ

(J (Bj ⊗ H))) = φijΩ ◦ (π
j
i ⊗ id)Ω(J (Bj ⊗ H)).

Inserting this formula in (33) gives (31). (32) results by exchangingi, j . �

Due toJ i(Bij ⊗ H) = φijΩ (J
j (Bij ⊗ H)) (immediate from Proposition 8) the isomor-

phismφij is differentiable with respect toΓ j (Bij ⊗ H) andΓ i(Bij ⊗ H). φijΓ denotes the
corresponding extension.

From now on, coming back to the description ofΓc(P), we consider the caseΓ (Bi⊗H) =
Γ (Bi)⊗̂Γ (H).

Denoting by(πi
j ⊗ id)Γ i : Γ (Bi)⊗̂Γ (H) → Γ i(Bij ⊗H) the natural projection,Γc(P)

has the following explicit form

Γc(P) =
{
(γi)i∈I ∈ ⊕

i∈I
Γ (Bi)⊗̂Γ (H)

∣∣∣∣ (πi
j ⊗ id)Γ i (γi)=φijΓ ◦ (π

j
i ⊗ id)Γ j (γj )

}
.

(34)

Note that this gluing is fully analogous to the gluing (16).

Proposition 9. LetΓ (P) be a differential structure onP, let Γc(P) be the covering com-
pletion ofΓ (P) and letΓc(B) be the covering completion ofΓ (B). Let χiΓc

andπiΓc
be

the restrictions of the respective ith projections.
Then there exist a unique right coaction∆Γc

P : Γc(P) → Γc(P) ⊗ H and a unique
injective homomorphismιΓc : Γc(B) → Γc(P) such that

(χiΓc
⊗ id) ◦ ∆

Γc
P = (id ⊗ ∆Γ ) ◦ χiΓc

, (35)

χiΓc
◦ ιΓc(γ ) = πiΓc

(γ ) ⊗ 1 ∀γ ∈ Γc(B). (36)

Remark. Indeed, theχiΓc
: Γc(P) → Γ (Bi)⊗̂Γ (H) andπiΓc

: Γc(B) → Γ (Bi) coincide
with differential extensions ofχi andπi , respectively. In the following proof, we will need

ker(πi
j ⊗ id)Γ i = χiΓ (kerχjΓ ) = χiΓc

(kerχjΓc
). (37)

Proof. The idealsχiΓ (kerχjΓ ) are covariant under theH -coaction(idi ⊗ ∆Γ ), as fol-
lows from the covariance of the ideals kerχiΓ under theH -coaction∆Γ

P . Therefore,
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making use of the first equality (37), there existH -coactions(id ⊗ ∆)Γ
i

onΓ i(Bij ⊗ H)

satisfying

(id ⊗ ∆)Γ
i ◦ (πi

j ⊗ id)Γ i = ((πi
j ⊗ id)Γ i ) ⊗ id) ◦ (id ⊗ ∆Γ ), (38)

(id ⊗ ∆)Γ
i ◦ φijΓ = (φijΓ ⊗ id) ◦ (id ⊗ ∆)Γ

j

. (39)

Thus there exists anH -coaction∆Γc
P onΓc(P) defined by

∆
Γc
P ((γi)i∈I ) = ((idi ⊗ ∆Γ )(γi))i∈I ∀(γi)i∈I ∈ Γc(P). (40)

Further, one defines an injective homomorphismιΓc : Γc(B) → Γc(P) by

ιΓc((ρi)i∈I ) = (ρi⊗̂1)i∈I ∀(ρi)i∈I ∈ Γc(B). (41)

Both homomorphisms are uniquely determined by the assumptions of the proposition.�

In general, the differential calculiΓ i(Bij ⊗H)andΓ j (Bij ⊗H) seem not to be isomorphic
to differential calculi of the formΓ (Bij )⊗̂Γ (H). This is suggested by a look at the generators
of the differential idealJ i(Bij ⊗ H).

Let ιiΩ : Ω(Bi) → Ω(Bi ⊗ H) be the extension ofιi := id ⊗ 1 and letφiΩ : Ω(H) →
Ω(Bi ⊗ H) be the extension ofφi := 1 ⊗ id. By Proposition 6, the differential ideal
J (Bi ⊗ H) corresponding toΓ (Bi)⊗̂Γ (H) is generated by the sets

ιiΩ (J (Bi)), φiΩ (J (H)),

{(a ⊗ 1)d(1 ⊗ h) − (d(1 ⊗ h))(a ⊗ 1), a ∈ Bi, h ∈ H }, (42)

where the differential idealsJ (Bi)andJ (H)correspond to the differential calculiΓ (Bi)and
Γ (H). Assume that the differential idealJ (H) is determined by a right idealR ⊂ kerε ⊂ H

in the sense thatJ (H) is generated by the set{∑ S−1(r(2))dr(1)|r ∈ R} (see also Appendix
A). Using (15), (42) and (31), one obtains the following generators ofJ i(Bij ⊗ H):

(πi
j ⊗ id)Ω ◦ ιiΩ (J (Bi)), (π

j
i ⊗ id)Ω ◦ ιjΩ (J (Bj )), (43){∑

(1 ⊗ S−1(r(2)))d(1 ⊗ r(1))

∣∣∣ r ∈ R
}
, (44){∑

(τij (r(4)) ⊗ S−1(r(3)))d(τji (r(1)) ⊗ r(2))

∣∣∣ r ∈ R
}
, (45)

{(a ⊗ 1)d(1 ⊗ h) − (d(1 ⊗ h))(a ⊗ 1)|a ∈ Bij , h ∈ H }, (46)

{
(a ⊗ 1)d

(∑
τji (h(1)) ⊗ h(2)

)
−
(
d
(∑

τji (h(1)) ⊗ h(2)

))
(a ⊗ 1)

∣∣∣ a ∈ Bij , h ∈ H
}
. (47)
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Observe that by (45)–(47) and the Leibniz rule∑
(τij (r(4)) ⊗ S−1(r(3)))d(τji (r(1) ⊗ r(2)))

−
∑

(τij (r(2)) ⊗ 1)d(τji (r(1)) ⊗ 1)

−
∑

(τji (S(r4)r(1)) ⊗ S−1(r(3)))d(1 ⊗ r(2)) ∈ J i(Bij ⊗ H), r ∈ R,

thus one can replace the generators (45) by∑
(τij (r(2)) ⊗ 1)d(τji (r(1)) ⊗ 1)

+
∑

(τji (S(r(4))r(1)) ⊗ S−1(r(3)))d(1 ⊗ r2) ∈ J i(Bij ⊗ H), r ∈ R. (48)

Using the Leibniz rule, the fact that the image ofτji lies in the centre ofBij , and the generators
(46), one can replace (47) by the set of generators

{(a ⊗ 1)d(τji (h) ⊗ 1) − d(τji (h) ⊗ 1)(a ⊗ 1)|a ∈ Bij , h ∈ H }.
Proposition 10. Let the differential calculusΓ (H) be determined by a right idealR ⊂
kerε ⊂ H and let τji be the transition function corresponding to the isomorphismφij .
Assume that the right ideal has the property∑

τij (S(r(1))r(3)) ⊗ r(2) ∈ Bij ⊗ R ∀r ∈ R, ∀i, j ∈ I. (49)

Then there exist differential idealsJm(Bij ) ⊂ Ω(Bij ) such that

Γ i(Bij ⊗ H) = Γ j (Bij ⊗ H) ∼= (Ω(Bij )/Jm(Bij ))⊗̂Γ (H).

Proof. Because of (49) the second term of (48) lies already in the part ofJ i(Bij ⊗ H)

generated by the set (44), thusJ i(Bij ⊗ H) is generated by the sets

(πi
j ⊗ id)Ω ◦ ιiΩ (J (Bi)), (π

j
i ⊗ id)Ω ◦ ιjΩ (J (Bj )),{∑

(1 ⊗ S−1(r(2)))d(1 ⊗ r(1))

∣∣∣ r ∈ R
}
,{∑

(τij (r(2)) ⊗ 1)d(τji (r(1)) ⊗ 1)
∣∣∣ r ∈ R

}
,

{(a ⊗ 1)d(1 ⊗ h) − (d(1 ⊗ h))(a ⊗ 1)|a ∈ Bij , h ∈ H },
{(a ⊗ 1)d(τji (h) ⊗ 1) − (d(τji (h) ⊗ 1))(a ⊗ 1)|a ∈ Bij , h ∈ H }.

One can see that the differential idealJ i(Bij ⊗H) is of the form (27), where the differential
idealJm(Bij ) corresponding toΩ(Bij )/Jm(Bij ) is generated by the following sets:

πi
jΩ
(J (Bi)), π

j
iΩ
(J (Bj )), (50){∑

τji (r(1))dτij (r(2))

∣∣∣ r ∈ R
}
, (51)

{(dτji (h))a − adτji (h)|a ∈ Bij , h ∈ H }. (52)
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Replacingi andj , we get the same differential idealJm(Bij ): the relationτji (S(h)) = τij (h)

gives invariance of the set (52) under this replacement. To see invariance of the set (51), we
start from the identity∑

τij (r(1))τji (r(2))d(τij (r(3))τji (r(4)) = 0, r ∈ R

and obtain∑
τji (S(r(1))r(4))τji (r(2))dτij (r(3)) +

∑
τij (r(1))d(τji (r(2)) ∈ Jm(Bij ).

Due to (49) and (51) the first term lies already inJm(Bij ), thus{∑ τij (r(1))d(τji (r(2))|r ∈
R} ⊂ Jm(Bij ). This shows that alsoΓ j (Bij ⊗ H) � Ω(Bij/Jm(Bij )⊗̂Γ (H). �

Remark. All right ideals R determining a bicovariant differential calculusΓ (H) have
the property (49), because such right ideals are Ad-invariant, i.e.

∑
S(r(1))r(3) ⊗ r(2) ∈

H ⊗ R ∀r ∈ R.

Observe that in the case described in the previous proposition the differential idealJm(Bij )

is in general larger than the differential idealJ (Bij ) (compare (50) with formula (14) of [6]),
thus the differential calculiΓm(Bij ) := Ω(Bij )/Jm(Bij ) andΓ (B)/(kerπiΓ + kerπjΓ ) are
in general not isomorphic.

Thus, we can define the differential algebra

Γm(B) :=
{
(γi)i∈I ∈ ⊕

i
Γ (Bi)

∣∣∣∣πi
jΓm

(γi) = π
j
iΓm

(γj )

}
,

where the homomorphismsπj
iΓm

: Γ (Bi) → Γm(Bij ) are the compositions of the maps

Γ (Bij ) → Γm(Bij ) induced by the embeddingJ (Bij ) ⊂ Jm(Bij ) andπi
jΓ

. Because of
J (Bij ) ⊂ Jm(Bij ) the LC-differential algebraΓc(B) is a subalgebra ofΓm(B). Further,
Γm(B) is an LC-differential algebra naturally embedded inΓc(P) by (γi)i∈I → (γi⊗1)i∈I .
If (49) is fulfilled one has the identity

(πi
j ⊗ id)Γ i = πi

jΓm
⊗ id.

If the right idealR determiningΓ (H) does not fulfill (49), one can nevertheless con-
struct an LC-differential algebraΓm(B) with Γc(B) as subalgebra, and this LC-differential
algebra onB will naturally appear in the theory of connections onP. For the definition of
this LC-differential algebra, we need the following remark about the differential calculus
induced on a subalgebra. LetC be an algebra and letA ⊂ C be a subalgebra. From a
differential calculusΓ (C), one obtains a differential calculusΓ (A) by

Γ n(A) :=
{∑

k

ak0dak1 · · · dakn ∈ Γ (C)

∣∣∣∣∣ aki ∈ A

}
.

LetJ (C) ⊂ Ω(C) be the differential ideal corresponding to the differential calculusΓ (C).
It is easy to verify that the differential idealJ (A) ⊂ Ω(A) corresponding toΓ (A) is
J (C) ∩ Ω(A).
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Now recall that there are differential calculiΓ i(Bij ⊗H)andΓ j (Bij ⊗H). SinceBij ⊗1 is a
subalgebra ofBij ⊗H , we obtain differential calculiΓ i(Bij )andΓ j (Bij )with corresponding
differential idealsJ i(Bij ) andJ j (Bij ) defined by

J i(Bij ) ⊗ 1 = J i(Bij ⊗ H) ∩ Ω(Bij ⊗ 1),

J j (Bij ) ⊗ 1 = J j (Bij ⊗ H) ∩ Ω(Bij ⊗ 1).

FromφijΩ (J
j (Bij ⊗H)) = J i(Bij ⊗H)one concludes the identityφijΩ (J

j (Bij )) = J i(Bij ),
and because ofφij (a ⊗ 1) = a ⊗ 1 it follows thatJ i(Bij ) = J j (Bij ). Thus, we can define
Γm(Bij ) := Γ i(Bij ) = Γ j (Bij ). There are injective homomorphismsιiijΓm : Γm(Bij ) →
Γ i(Bij ⊗ H) given by

ιiijΓm
(a0da1da2 · · · dan) = (a0 ⊗ 1)d(a1 ⊗ 1)d(a2 ⊗ 1) · · · d(an ⊗ 1), (53)

which fulfill the idenitity

ιiijΓm
= φijΓ ◦ ι

j
ijΓm

. (54)

Let us define the projectionsπi
jΓm

: Γ (Bi) → Γm(Bij ) andπj
iΓm

: Γ (Bj ) → Γm(Bij ) by

ιiijΓm
◦ πi

jΓm
(γi) = (πi

j ⊗ id)Γ i (γi⊗̂1), γi ∈ Γ (Bi), (55)

ι
j
ijΓm

◦ π
j
iΓm

(γj ) = (π
j
i ⊗ id)Γ j (γj ⊗̂1), γj ∈ Γ (Bj ). (56)

Obviously, these projections are extensions ofπi
j andπj

i , respectively. In terms of these
projections the LC-differential algebraΓm(B) is defined as

Γm(B) :=
{
(γi)i∈I ∈ ⊕

i∈I
Γ (Bi)

∣∣∣∣πi
jΓm

(γi) = π
j
iΓm

(γj )

}
. (57)

Γc(B) is a subalgebra ofΓm(B), and there exists an injective homomorphismιΓm : Γm(B) →
Γc(P) defined by

ιΓm((γi)i∈I ) = (γi⊗̂1)i∈I .

Example. We consider aU(1) bundle over the sphereS2. Assume that the algebra of
differentiable functionsC∞(U(1)) overU(1) is the closure in some Fréchet topology of
the algebra generated by the elementsu andu∗ satisfying

uu∗ = u∗u = 1.

With ∆(u) = u⊗ u, ε(u) = 1 andS(u) = u∗, this is a Hopf algebra. LetUN andUS be the
(closed) northern and the southern hemisphere, respectively,{UN, US} is a covering ofS2.
We have a complete covering{IN, IS} of C∞(S2), IN ⊂ C∞(S2) andIS ⊂ C∞(S2) being
the functions vanishing on the subsetsUN andUS, respectively. Elements ofC∞(UN) =
C∞(S2)/IN andC∞(US) = C∞(S2)/IS can be identified with restrictions of elements of
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C∞(S2) to the subsetsUN andUS, respectively. SinceUN ∩US = S1, a transition function
τNS : C∞(U(1)) → C∞(S1) defines a locally trivial QPFBP. We choose

τNS(u)(e
iφ) = eiφ, τNS(u

∗)(eiφ) = e−iφ

(Hopf bundle).
Now, we construct a differential structure on this bundle by fixing the differential calculi

Γ (C∞(UN)), Γ (C∞(US)) andΓ (C∞(U(1))). Γ (C∞(UN)) andΓ (C∞(US)) are taken
to be the usual exterior differential calculi where the corresponding differential ideals are
generated by all elements of the formadb− dba. For the right-covariant differential cal-
culusΓ (C∞(U(1))), we assume a noncommutative form. We choose as the right idealR

determiningΓ (C∞(U(1))) the right ideal generated by the element

u + νu∗ − (1 + ν)1,

where 0< ν ≤ 1 (one obtains the usual exterior differential calculus forν = 1).
Now, we are interested in the LC-differential algebraΓm(C

∞(S2)) coming from this
differential structure onP for ν < 1.

It is easy to verify that the right idealR has the property (49), thus the differential ideal
Jm(C

∞(S1)) is generated by the sets (50)–(52). The sets of generators (50) and (52) give the
usual exterior differential calculus onS1, but the set of generators (51) leads todφ = qdφ,
i.e.dφ = 0 for q < 1. One obtains for the LC-differential algebraΓm(C

∞(S2))

Γ 0
m(C

∞(S2))=C∞(S2), Γ n
m(C

∞(S2))=Γ n
(
C∞(UN)) ⊕ Γ n(C∞(US)

)
, n > 0.

The foregoing considerations suggest the following definition.

Definition 5. Let Γ (P) be a differential structure on the locally trivial QPFBP. An
LC-differential algebraΓg(B) over B is called embeddable intoΓc(P) if the local dif-
ferential calculi ofΓg(B) areΓ (Bi) and if there exists the extensionιΓg : Γg(B) → Γc(P)
of ι such that

χiΓc
◦ ιΓg (γ ) = πiΓg (γ )⊗̂1 ∀γ ∈ Γg(B) (58)

(πiΓg : Γg(B) → Γ (Bi) is the extension ofπi).

Remark. From
⋂

i∈IkerπiΓg = {0} it follows immediately thatιΓg is injective.

Proposition 11. The LC-differential algebraΓm(B) defined above is the maximal em-
beddable LC-differential algebra, i.e every embeddable LC-differential algebraΓg(B) is
embedded inΓm(B) as a subalgebra of the direct sum of theΓ (Bi) byγ → (πiΓg (γ ))i∈I .

Proof. LetΓg(B)be an embeddable LC-differential algebra. It is clear from
⋂

i∈IkerπiΓg =
{0} that the mapping is injective. To show that its image is inΓm(B) one has to prove that
for γ ∈ Γg(B)

πi
jΓm

◦ πiΓg
(γ ) = π

j
iΓm

◦ πjΓg
(γ ) (59)
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(see (57)). By (58)ιΓg has the form

ιΓg (γ ) = (πiΓg (γ )⊗̂1)i∈I ∀γ ∈ Γg(B).

By definition, the image ofιΓg lies inΓc(P), i.e.

(πi
j ⊗ id)Γ i (πiΓg

(γ )⊗̂1) = φijΓ ◦ (π
j
i ⊗ id)Γ j (πjΓg

(γ )⊗̂1).

Using (54)–(56) one obtains (59). �

4. Covariant derivatives and connections on locally trivial QPFB

This is the central section of this paper. We start by defining covariant derivatives, which
are more general objects than connections. Only the latter are adapted to the right “group
action” on the bundle. One of our main concerns will be to reconstruct all objects from
objects of the same type given locally in the trivializations. For this it is crucial to work
always with the covering completionΓc(P) of a differential structure as given by formula
(34).

Definition 6. Let Γ (P) be the differential structure onP and letΓc(P) be the covering
completion ofΓ (P). Let horΓc(P) ⊂ Γc(P) be the subalgebra defined by

horΓc(P) := {γ ∈ Γc(P)|χiΓc
(γ ) ∈ Γ (Bi)⊗̂H ∀i ∈ I }. (60)

A linear mapDl,r : horΓc(P) → horΓc(P) is called left (right) covariant derivative if it
satisfies

Dl,r (horΓ n
c (P)) ⊂ horΓ n+1

c (P), (61)

Dl,r (1) = 0, (62)

Dl(ιΓc(γ )α) = (d(ιΓcγ ))α + (−1)nγDl(α), γ ∈ Γ n
c (B), α ∈ horΓc(P), (63)

Dr(αιΓc(γ )) = Dr(α)ιΓc(γ ) + (−1)nα(dιΓc(γ )), γ ∈ Γc(B), α ∈ horΓ n
c (P),

(64)

(Dl,r ⊗ id) ◦ ∆
Γc
P = ∆

Γc
P ◦ Dl,r , (65)

Dl,r (kerχiΓc
|horΓc(P)) ⊂ kerχiΓc

|horΓc(P) ∀i ∈ I. (66)

In this definition the lower indicesl or r indicate the left or the right case. The simultaneous
appearance of bothl, r means that the corresponding condition is fulfilled for both the left
and the right case. This convention will be used in the sequel permanently.

Remark. In the case of trivial bundlesB ⊗ H with differential structureΓ (B)⊗̂Γ (H),
where hor(Γ (B)⊗̂Γ (H)) = Γ (B)⊗̂H , condition (66) is trivial. Conditions (63) respec-
tively (64) have the form

Dl(γ ⊗̂h) = dγ ⊗̂h + (−1)n(γ ⊗̂1)Dl(1 ⊗ h), γ ∈ Γ n(B), (67)
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Dr(γ ⊗̂h) = Dr(1 ⊗ h)(γ ⊗̂1) + dγ ⊗̂h. (68)

Eq. (65) becomes

(Dl,r ⊗ id) ◦ (id ⊗ ∆Γ ) = (id ⊗ ∆Γ ) ◦ Dl,r . (69)

Proposition 12. Left (right) covariant derivatives are in bijective correspondence to fam-
ilies of linear mapsAl,ri : H → Γ 1(Bi) with the properties

Al,ri (1) = 0, (70)

πi
jΓm

(Al,ri (h)) =
∑

τij (h(1))π
j
iΓm

(Al,rj (h(2)))τji (h(3)) +
∑

τij (h(1))dτji (h(2)).

(71)

Remark. Note that (71) is a condition inΓm(Bij ) (see the considerations at the end of the
foregoing section).

Proof. Because of (66) a given left-covariant derivative on horΓc(P) determines a family
of left-covariant derivativesDli : Γ (Bi)⊗̂H → Γ (Bi)⊗̂H by

Dli ◦ χiΓc
= χiΓc

◦ Dl. (72)

It follows the identityDl((γi)i∈I ) = (Dli (γi))i∈I . Since(Dli (γi))i∈I ∈ Γc(P), theDli

satisfy

(πi
j ⊗ id)Γ i ◦ Dli (γi) = φijΓ ◦ (π

j
i ⊗ id)Γ j ◦ Dlj (γj ), (γi)i∈I ∈ horΓc(P). (73)

One obtains a family of linear mapsAli : H → Γ 1(Bi) by

Ali (h) := −(id ⊗ ε) ◦ Dli (1 ⊗ h). (74)

Now let us notice that the restriction of the right coaction∆Γ
P = (id⊗∆)Γ to the horizontal

formsΓ (B) ⊗ H of a trivial bundle just coincides withid ⊗ ∆. Moreover, this map can
be composed withid ⊗ ε ⊗ id, and it is immediate from(ε ⊗ id) ◦ ∆ = id that we
have

(id ⊗ ε ⊗ id) ◦ ∆Γ
P |Γ (B)⊗H = id. (75)

Using this formula, (67) and (69) one obtains the identity

Dli (γ ⊗̂h) = dγ ⊗̂h + (−1)n+1
∑

γAli (h(1))⊗̂h(2), γ ∈ Γ n(Bi), h ∈ H. (76)

Because of (62), theAli fulfill (70). To prove the property (71), we need the following
lemma.

Lemma 3. Let B be an algebra, H be a Hopf algebra, Γ (B) be a differential calculus
overB andΓ (H) be a right-covariant differential calculus overH . LetDl : Γ (B)⊗̂H →
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Γ (B)⊗̂H be a left-covariant derivative on the trivial bundleB⊗H . LetJ ⊂ Γ (B)⊗̂Γ (H)

be a differential ideal with the property(id ⊗ ∆Γ )(J ) ⊂ J ⊗ H . Then, one has

Dl(J ∩ (Γ (B)⊗̂H)) ⊂ J ∩ (Γ (B)⊗̂H). (77)

Proof of the lemma. By Lemma 1 there is an ideal̃J ⊂ Γ (B) such that

J ∩ (Γ (B)⊗̂H) = J̃ ⊗̂H.

J̃ is a differential ideal. Let
∑

kγk⊗̂hk ∈ J̃ ⊗̂H ⊂ J . SinceJ is a differential ideal one
obtains∑

k

dγk⊗̂hk + (−1)n
∑
k

γk⊗̂dhk ∈ J, γk ∈ Γ n(B).

The second summand lies iñJ ⊗̂Γ 1(H) ⊂ J again becauseJ is an ideal. It follows that∑
kdγk⊗̂hk ∈ dJ̃ ⊗̂H ⊂ J ∩ (Γ (B)⊗̂H) and one obtainsdJ̃ ⊂ J̃ , thusJ̃ is a differential

ideal.
ApplyingDl to

∑
kγk⊗̂hk ∈ J̃ ⊗̂H ⊂ J leads to

Dl

(∑
k

γk⊗̂hk

)
=
∑
k

dγk⊗̂hk + (−1)n+1
∑
k

γkDl(1 ⊗ hk), γk ∈ Γ n(B).

Since the image ofDl lies inΓ (B)⊗̂H , the right-hand side of this formula is an element
of J̃ ⊗̂H . �

Since the ker(πi
j ⊗ id)Γ i ⊂ Γ (Bi)⊗̂Γ (H) are coinvariant differential ideals (with respect

to the coactionidi ⊗ ∆Γ , see (38)), the foregoing lemma showsDli (ker(πi
j ⊗ id)Γ i ∩

(Γ (Bi)⊗̂H)) ⊂ ker(πi
j ⊗ id)Γ i ∩ (Γ (Bi)⊗̂H). This allows to define linear mapsDij

li
:

Γ i(Bij ⊗ H) → Γ i(Bij ⊗ H) by

D
ij
li

◦ (πi
j ⊗ id)Γ i = (πi

j ⊗ id)Γ i ◦ Dli . (78)

Applying (πi
j ⊗ id)Γ i to (76) forγ ∈ Γ 0(Bi), a = πi

j (γ ), one obtains

D
ij
li
(a ⊗ h) = (d(a ⊗ 1))(1 ⊗ h)−(a ⊗ 1)

∑
(πi

j ⊗ id)Γ i (Ali (h(1)) ⊗ 1)(1 ⊗ h(2)).

(79)

Let (γi)i∈I ∈ horΓc(P), in particular

(πi
j ⊗ id)Γ i (γi) = φijΓ ◦ (π

j
i ⊗ id)Γ j (γj ). (80)

SinceDl((γi)i∈I ) = (Dli (γi))i∈I ∈ horΓc(P) it follows from (80) and (78) that

D
ij
li

◦ (πi
j ⊗ id)Γ i (γi) = φijΓ ◦ D

ij
lj

◦ (π
j
i ⊗ id)Γ j (γj ). (81)

Combining (80) and (81), one obtains

D
ij
li

= φijΓ ◦ D
ij
lj

◦ φjiΓ . (82)
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Taking advantage of (15), (53)–(55), (79) and (82), one computes

D
ij
li
(1 ⊗ h)= −

∑
ιiijΓm

(πi
jΓm

(Ali (h(1))))(1 ⊗ h(2)) = φijΓ ◦ D
ij
lj

◦ φjiΓ (1 ⊗ h)

= φijΓ ◦ D
ij
lj

(∑
τij (h(1)) ⊗ h(2)

)
= φijΓ

(∑
ι
j
ijΓm

(dτij (h(1)))(1 ⊗ h(2))

−
∑

ι
j
ijΓm

(τij (h(1))π
j
iΓm

(Alj (h(2)))(1 ⊗ h(3))
)

=
∑

ιiijΓm
((dτij (h(1)))τji (h(2))(1 ⊗ h(3))

−
∑

ιiijΓm
(τij (h(1))(π

j
iΓm

(Alj (h(2)))τji (h(3)))(1 ⊗ h(4)). (83)

Applying the Leibniz rule to the first term of the last row and using
∑

τij (h(1))τji (h(2)) =
ε(h)1, one obtains the identity∑

ιiijΓm
(πi

jΓm
(Ali (h(1))))(1 ⊗ h(2))

=
∑

ιiijΓm
(τij (h(1))π

j
iΓm

(Alj (h(2)))τji (h(3)))(1 ⊗ h(4))

+
∑

ι
j
ijΓm

(τij (h(1))d(τji (h(2))))(1 ⊗ h(3)). (84)

In order to arrive at (71), we need to kill the 1⊗ h-factor. This is achieved by using a
projectionPinv : Γ i(Bij ⊗ H) → {γ ∈ Γ i(Bij ⊗ H)|(id ⊗ ∆)Γ

i
(γ ) = γ ⊗ 1} onto

the elements ofΓ i(Bij ⊗ H) being coinvariant under the rightH coaction(id ⊗ ∆)Γ
i

:
Γ i(Bij ⊗ H) → Γ i(Bij ⊗ H) ⊗ H (see also (38) and (39)).Pinv is defined by

Pinv(ρ) =
∑

ρ(0)S(ρ(1)), ρ ∈ Γ i(Bij ⊗ H). (85)

Note thatPinv(ρ(1 ⊗ h)) = ε(h)Pinv(ρ). ApplyingPinv to the identity (84) leads to

ιiijΓm
(πi

jΓm
(Ali (h)))=

∑
ιiijΓm

(τij (h(1))π
j
iΓm

(Alj (h(2)))τji (h(3)))

+
∑

ιiijΓm
(τij (h(1))dτji (h(2))).

Due to the injectivity ofιiijΓm , this is identical to

πi
jΓm

(Ali (h)) =
∑

τij (h(1))π
j
iΓm

(Alj )(h(2)))τij (h(3)) +
∑

τij (h(1))dτji (h(2)) (86)

in Γm(Bij ).
Now, we prove conversely that every family of linear mapsAli : H → Γ 1(Bi) with the

properties (70) and (71) defines a left-covariant derivative. Assume that there is given such
a family (Ali )i . EveryAli defines by

Dli (γ ⊗̂h) = dγ ⊗̂h + (−1)n+1
∑

γAli (h(1))⊗̂h(2), γ ∈ Γ n(Bi), h ∈ H

a left-covariant derivativeDli onΓ (Bi)⊗̂H . The properties (61)–(63) and (65) ofDli , are
easily derived from the above formula. One has to show thatDl((γi)i∈I ) := (Dli (γi))i∈I ,
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(γi)i∈I ∈ horΓc(P) is a covariant derivative on horΓc(P). Because of (70),Dl fulfills (62).
The conditions (63) and (65) follows from the corresponding properties ofDli . It remains
to prove that the image ofDl lies inΓc(P), because then it also lies in horΓc(P). (This is
due to the fact that all the images of theDli obviously are inΓ (Bi)⊗̂H .) Then, it is also
obvious from the fact that theχiΓc

are the projections to theith components that condition
(66) is fulfilled. The image ofDl lies in horΓc(P) if the family of theDli fulfills

(πi
j ⊗ id)Γ i ◦ Dli (γi) = φijΓ ◦ (π

j
i ⊗ id)Γ j ◦ Dlj (γj ) ∀(γi)i∈I ∈ horΓc(P). (87)

By Lemma 3, the covariant derivativesDli give rise to mapsDij
li

defined by

D
ij
li

◦ (πi
j ⊗ id)Γ i = (πi

j ⊗ id)Γ i ◦ Dli .

One has

D
ij
li
(1 ⊗ h) = −

∑
(πi

j ⊗ id)Γ i (Ali (h(1)) ⊗ 1)(1 ⊗ h(2)), (88)

and we will show that (71) yields the identity

D
ij
li

= φijΓ ◦ D
ij
lj

◦ φjiΓ .

One computes forγ ∈ Γ n
m(Bij )

D
ij
li
(ιiijΓm

(γ )(1 ⊗ h))

= (dγ )(1 ⊗ h) + (−1)n+1ιiijΓm
(γ )D

ij
li
(1 ⊗ h)

= ιiijΓm
(dγ )(1 ⊗ h) + (−1)n+1

∑
ιiijΓm

(γ πi
jΓm

(Ali (h(1))))(1 ⊗ h(2))

= ιiijΓm
(dγ )(1⊗h)+(−1)n+1

∑
ιiijΓm

(γ τij (h(1))π
j
iΓm

(Alj (h(2)))τji (h(3)))(1 ⊗ h(4))

+(−1)n+1
∑

ιiijΓm
(γ (dτij (h(1)))τji (h(2)))(1 ⊗ h(3))

= φijΓ ◦ D
ij
lj

◦ φjiΓ (γ (1 ⊗ h)).

Thus, one obtains for(γi)i∈I ∈ horΓc(P)

D
ij
li

◦ (πi
j ⊗ id)Γ i (γi) = D

ij
li

◦ φijΓ ◦ (π
j
i ⊗ id)Γ j (γj )=φijΓ ◦ D

ij
lj

◦ (π
j
i ⊗ id)Γ j (γj ),

and (87) follows.
It is immediate from the construction (using (75)) that the correspondence is bijective.
The proof for right-covariant derivatives is analogous. In this case one uses

Dri (γ ⊗̂h) = dγ ⊗̂h + (−1)n+1
∑

Ari (h(1))γ ⊗̂h(2) (89)

for γ ∈ Γ n(Bi). �

Remark. Obviously, a family of linear mapsAi : H → Γ 1(Bi) fulfilling (70) and (71)
determines at the same time a left and a right covariant derivative. Consequently, there is a
bijective correspondence between left and right covariant derivatives.
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Proposition 13. LetDl,r : horΓc(P) → horΓc(P) be a left (right) covariant derivative
and letΓg(B) be embeddable intoΓc(P). Dl,r fulfills

Dl(ιΓg (γ )α) = (d(ιΓg (γ ))α + (−1)nιΓg (γ )Dl(α), γ ∈ Γ n
g (B), α ∈ horΓc(P),

(90)

Dr(αιΓg (γ )) = Dr(α)ιΓg (γ ) + (−1)nα(dιΓg (γ )), γ ∈ Γg(B), α ∈ horΓ n
c (P).

(91)

Proof. Let (γi)i∈I ∈ horΓc(P) andρ ∈ Γ n
g (B). One hasιΓg (ρ) = (πiΓg

(ρ)⊗̂1)i∈I and
Dl((γi)i∈I ) = (Dli (γi))i∈I . One calculates

Dl(ιΓg (ρ)(γi)i∈I )=Dl(((πiΓg
(ρ)⊗̂1)γi)i∈I ) = (Dli (πiΓg

(ρ)⊗̂1)γi))i∈I

= ((d(πiΓg
(ρ)⊗̂1))γi))i∈I + (−1)n((πiΓg

(ρ)⊗̂1)Dli (γi))i∈I

= (d(ιΓg (ρ)))(γi)i∈I + (−1)nιΓg (ρ)Dl((γi)i∈I ).

The proof for right covariant derivatives is analogous. �

Now, we are going to define connections on locally trivial QPFB. It turns out that con-
nections are special cases of covariant derivatives. We start with a definition dualizing the
classical one in a certain sense.

Definition 7. Let Γ (P) be a differential structure onP and letΓc(P) be the covering
completion ofΓ (P). A left (right) connection is a surjective left (right)P-module homo-
morphism horl,r : Γ 1

c (P) → horΓ 1
c (P) such that

hor2l,r = horl,r , (92)

(horl,r ⊗ id) ◦ ∆
Γc
P = ∆

Γc
P ◦ horl,r (93)

and

horl,r (kerχiΓc
) ⊂ kerχiΓc

∀i ∈ I. (94)

Remark. Conditions (94) in this definition are needed to have a one-to-one correspondence
between connections onP and certain families of connections on the trivial bundlesBi⊗H .
On a trivial bundleB ⊗ H condition (94) is obsolete.

Remark. For a given left (right) connection there is a vertical left (right)P-submodule
verl,rΓ 1

c (P) such that

Γ 1
c (P) = verl,rΓ

1
c (P) ⊕ horΓ 1

c (P),

where the projection verl,r : Γ 1
c (P) → verl,rΓ 1

c (P) is defined by verl,r := id − horl,r .
Obviously, verl,r also fulfills Eqs. (92)–(94) and, moreover, kervl,r = horΓ 1

c (P). Con-
versely, a module map verl,r satisfying these conditions defines the connection horl,r =
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1− verl,r . Thus one can say that a connection is nothing else but the choice of a “vertical”
complement to the canonically given submodule of horizontal forms.

On a trivial bundleB ⊗ H with differential structureΓ (B)⊗̂Γ (H) exists always the
canonical connection horc, which is at the same time left and right. The existence of horc
comes from the decomposition

(Γ (B)⊗̂Γ (H))1 = (Γ 1(B)⊗̂H) ⊕ (B⊗̂Γ 1(H))

(direct sum of(B ⊗ H)-bimodules), which allows to define horc as projection to the first
component,

horc(γ ⊗̂h) = γ ⊗̂h, γ ∈ Γ 1(B), h ∈ H,

horc(a⊗̂θ) = 0, a ∈ B, θ ∈ Γ 1(H).

Lemma 4. For a given connectionhorl,r onP there exists a family of connectionshorl,ri
on the trivial bundlesBi ⊗ H such that

χiΓc
◦ horl,r = horl,ri ◦ χiΓc

. (95)

Proof. The existence of linear map horli satisfying (95) follows from (94). The horl,ri are
connections onBi⊗H : because of the surjectivity of theχiΓc

thehorli map ontoΓ 1(Bi)⊗̂H .
To prove condition (92) one computes

hor2l,ri ◦ χiΓc
= horl,ri ◦ χiΓc

◦ horl,r = χiΓc
◦ hor2l,r = χiΓc

◦ horl,r = horl,ri ◦ χiΓc
.

The condition (93) is fulfilled because of (35). �

By Definition 7 and the foregoing lemma a connection horl,r has the following
form:

horl,r ((γi)i∈I ) = (horl,ri (γi))i∈I , (γi)i∈I ∈ horΓc(P), (96)

which also means that the family of linear maps horl,ri satisfies

(πi
j ⊗ id)Γ i ◦ horl,ri (γi) = φijΓ ◦ (π

j
i ⊗ id)Γ j ◦ horl,rj (γj ) (97)

for (γi)i∈I ∈ Γ 1
c (P).

Proposition 14. LetR ⊂ H be the right ideal corresponding to the right-covariant differ-
ential calculusΓ (H).Left (right) connections on a locally trivial QPFBP are in one-to-one
correspondence to left (right) covariant derivatives with the following property: The cor-
responding linear mapsAl,ri fulfill

R ⊂ kerAli ∀i ∈ I, (98)

S−1(R) ⊂ kerAri ∀i ∈ I. (99)
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Remark. Thus left (right) connections are in one-to-one correspondence to linear maps
Al,ri fulfilling (70), (71) and (98) (respectively (99)).

Proof. We perform the proof only for left connections. It is fully analogous for right con-
nections.

A left connection horl determines a family of linear mapsAli : H → Γ 1(Bi) by

Ali (h) := −(id ⊗ ε)horli (1⊗̂dh).

From (93) and (75) one concludes the identity

horli (1 ⊗ dh) = −
∑

Ali (h(1))⊗̂h(2). (100)

Therefore,Ali have the propertyR ⊂ kerAli

0 =
∑

horli (1⊗̂S−1(r(2))dr(1)) = −Ali (r)⊗̂1, r ∈ R.

It remains to show that theAli fulfill (70) and (71).
Eq. (70) is fulfilled by definition (Ali (1) := (id ⊗ ε) ◦ horli (1 ⊗ d1) = 0).
Because of (94), (95) and (37), one has horli (ker(πi

j ⊗ id)Γ i ) ⊂ ker(πi
j ⊗ id)Γ i , and the

linear maps horijli defined by

horijli ◦ (πi
j ⊗ id)Γ i = (πi

j ⊗ id)Γ i ◦ horli

exist. It follows that

horijli (d(1 ⊗ h)) = −
∑

(πi
jΓm

(Ali (h(1))))(1 ⊗ h(2)).

On the other hand, by an analogue of the computation leading to (82) (using (97)), one
obtains

horijli = φijΓ ◦ horijlj ◦ φjiΓ .

Using now the last two formulas, on can repeat the arguments written after formula (82) to
obtain formula (71).

Now assume that there is given a left-covariant derivativeDl , whose corresponding
linear mapsAli satisfyR ⊂ kerAli . There exist left connections horli : (Γ 1(Bi)⊗̂H) ⊕
(Bi⊗̂Γ 1(H)) → Γ 1(Bi)⊗̂H defined by

horli (γ ⊗̂h) := γ ⊗̂h, horli (a⊗̂hdk) := −
∑

aAli (k(1))⊗̂hk(2). (101)

To verify this assertion, we define linear maps horΩ
li

: (Γ (Bi)⊗̂Ω(H))1 → Γ 1(Bi)⊗̂H by

horΩli (a0da1⊗̂h) = a0da1⊗̂h, horΩli (a⊗̂h0dk) = −
∑

aAl (k(1))⊗̂hk(2).

TheBi ⊗H -subbimodulesBi⊗̂J 1(H) are generated by the sets{1⊗̂∑
S−1(r(2))dr(1)|r ∈

R}. One has

Bi⊗̂Γ 1(H) = (Bi⊗̂Ω1(H))/(Bi⊗̂J 1(H)) = Bi⊗̂Ω1(H)/J 1(H).
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UsingR ⊂ kerAli it is easy to verify that the linear maps horΩ
li

sendBi⊗̂J 1(H) to zero,

i.e. there exist corresponding linear maps horli on (Γ (Bi)⊗̂Γ (H))1. As a consequence of
their definition these linear maps are connections. One easily verifies the identity

horli ◦ d = Dli |Bi⊗H , (102)

where theDli are the local left-covariant derivatives defined by (72).
Now, we define a linear map horl : Γ 1

c (P) → ⊕i∈I Γ (Bi)⊗̂H by

horl ((γi)i∈I ) := (horli (γi))i∈I , (γi)i∈I ∈ Γ 1
c (P).

It remains to prove that the image of horl lies inΓ 1
c (P). Then it will follow immediately

from the properties of the local connections horli that horl is a connection.
To prove horl (Γ 1

c (P) ⊂ Γ 1
c (P), we need a lemma.

Lemma 5. horli ((χiΓ (kerχjΓ ))
1) ⊂ (χiΓ (kerχjΓ ))

1

Proof of the lemma. Using the form (43)–(47) of the generators ofJ i(Bij ⊗ H) one
finds easily that the differential calculusΓ i(Bij ⊗ H) has the formΓ i(Bij ⊗ H) =
(Γ (Bij )⊗̂Γ (H))/J , where the differential idealJ is generated by{∑

τij (r(2))dτji (r(1))⊗̂1 +
∑

τij (r(4))τji (r(1))⊗̂S−1(r(3))dr(2)
∣∣∣ r ∈ R

}
, (103){∑

(adτji (h) − (dτji (h))a)⊗̂1
∣∣∣h ∈ H, a ∈ Bi

}
. (104)

These elements arise from (43)–(47) applying the mapidΩ→Γ : Ω(Bij ⊗ H) →
Γ (Bij )⊗̂Γ (H). Then, by definition,J = (πi

jΓ
⊗ id)(χiΓ (kerχjΓ )).

The factorization mapidi
ijΓ

: Γ (Bij )⊗̂Γ (H)) → Γ i(Bij ⊗ H) fulfills

idi
ijΓ ◦ (πi

jΓ
⊗ id) = (πi

j ⊗ id)Γ . (105)

Since horli is a left module homomorphism and ker(πi
jΓ

⊗ id) = kerπi
jΓ

⊗̂Γ (H), one has

horli ((ker(πi
jΓ

⊗ id))1) ⊂ (ker(πi
jΓ

⊗ id))1, (106)

thus horli defines a connection horij
li

: (Γ (Bij )⊗̂Γ (H))1 → Γ 1(Bij )⊗̂H by

horijli ◦ (πi
jΓ

⊗ id) = (πi
jΓ

⊗ id) ◦ horli . (107)

Because of (37) and (106) and

(πi
j ⊗ id)Γ ◦ horli (χiΓ (kerχjΓ )) = idi

ijΓ ◦ horijli (J )

which is immediate from (105) and (107), to prove the assertion of the lemma, we have to
show thatidi

ijΓ
◦horijli (J ) = 0. Note that the part ofJ generated by (104) lies in the horizontal

submoduleΓ 1(Bij )⊗̂H and is therefore invariant under horij
li
. Concerning the part ofJ

generated by (103), we argue as follows. Since horij
li

is a left module homomorphism, it is



144 D. Calow, R. Matthes / Journal of Geometry and Physics 41 (2002) 114–165

sufficient to consider the product of the generators (103) with a general element(a ⊗ h) ∈
Bij ⊗ H on the right. UsingR ⊂ kerε, such an element can be written∑

τij (r(2))dτji (r(1))a⊗̂h +
∑

τij (r(4))τji (r(1))⊗̂S−1(r(3))dr(2))(a ⊗ h)

=
∑

τij (r(2))dτji (r(1))a⊗̂h +
∑

τij (r(4))τji (r(1))a⊗̂S−1(r(3))d(r(2)h),

r ∈ R, h ∈ H, a ∈ Bij .

Using (101),R ⊂ kerε, (71),R ⊂ kerAlj and (53), one calculates

idi
ijΓ ◦ horijli

(∑
τij (r(2))(dτji (r(1)))a⊗̂h +

∑
τij (r(4))τji (r(1))a⊗̂S−1(r(3))d(r(2)h)

)
=
∑

ιiijΓm
(aτij (r(2))dτji (r(1)))(1 ⊗ h)

−
∑

ιiijΓm
(aτij (r(3))τji (r(1))π

i
jΓm

(Ali (r(2)h(1))))(1 ⊗ h(2))

=
∑

ιiijΓm
(aτij (r(2))dτji (r(1)))(1 ⊗ h)

−
∑

ιiijΓm
(aτij (r(5))τji (r(1))τij (r(2)h(1))τji (r(4)h(3))π

j
iΓm

(Alj (r(3)h(2))))(1⊗h(4))

−
∑

ιiijΓm
(aτij (r(4))τji (r(1))τij (r(2)h(1))dτji (r(3)h(2)))(1 ⊗ h(3))

=
∑

ιiijΓm
(aτij (r(2))dτji (r(1)))(1 ⊗ h)

−
∑

ιiijΓm
(aτij (h(1))τji (h(3))π

j
iΓm

(Alj (rh(2))))(1 ⊗ h(4))

−
∑

ιiijΓm
(aτij (r(2))dτji (r(1)))(1 ⊗ h) = 0.

The last identity comes from the fact thatR is a right ideal.
Let (γi)i∈I ∈ Γ 1

c (P). We have to prove that

(πi
j ⊗ id)Γ ◦ horli (γi) = φijΓ ◦ (π

j
i ⊗ id)Γ ◦ horlj (γj ).

γi has the general form

γi =
∑
k

χi(f
0
k )dχi(f

1
k ), f 0

k , f
1
k ∈ P.

Using the gluing condition of (34) and (37) one verifies thatγj has the form

γj =
∑
k

χj (f
0
k )dχj (f

1
k ) + ρ, ρ ∈ χjΓ (kerχiΓ ).
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Now, one obtains from Lemma 5, (73) and (102)

(πi
j ⊗ id)Γ ◦ horli (γi)

= (πi
j ⊗ id)Γ ◦ horli

(∑
k

χi(f
0
k )dχi(f

1
k )

)
=
∑
k

(πi
j ⊗ id)Γ (χi(f

0
k )Dli (χi(f

1
k )))

= φijΓ ◦ (π
j
i ⊗ id)Γ ◦

(∑
k

χj (f
0
k )Dlj (χj (f

1
k ))

)
=
∑
k

φijΓ ◦ (π
j
i ⊗ id)Γ ◦ horlj (χj (f

0
k )dχj (f

1
k ) + ρ)

=
∑
k

φijΓ (π
j
i ⊗ id)Γ ◦ horlj (γj ),

and the assertion is proved. �

Proposition 15. There exists a bijection between left and right connections.

Proof. A left connection corresponds to a family of linear maps(Ali )i∈I satisfying (70),
(71) and (98). The linear mapsAri := −Ali ◦ S fulfill (70) and (99), thus theAri define
right connections on the trivilizations. One has to prove that the family(Ari )i∈I satisfies
(71). Usingτij ◦ S = τji and

∑
d(τij (h1)τji (h2)) = 0, one calculates

πi
jΓm

(Ari (h))= −πi
jΓm

(Ali (S(h)))

= −
∑

τij (S(h(3)))π
j
iΓm

(Alj (S(h(2))))τji (S(h(1)))

−
∑

τij (S(h(2)))dτji (S(h(1)))

= −
∑

τji (h(3))π
j
iΓm

(Alj (S(h(2))))τij (h(1))

−
∑

τji (h(2))dτij (h(1))

= −
∑

τij (h(1))π
j
iΓm

(Alj (S(h(2))))τji (h(3)) +
∑

τij (h(1))dτji (h(2))

=
∑

τij (h(1))π
j
iΓm

(Arj (h(2)))τji (h(3)) +
∑

τij (h(1))dτji (h(2)). �

Remark. A left (right) connection horl,r and the corresponding left (right) covariant deriva-
tivesDl,r are connected by horl,r ◦ d = Dl,r |P . Note that horl,r can be extended to the
submodule

>(P) := {γ ∈ Γc(P)|χiΓc
(γ ) ∈ (Γ (Bi)⊗̂H) ⊕ (Γ (Bi)⊗̂Γ 1(H))}.

This means that the equation

horl,r ◦ d = Dl,r

is valid on horΓc(P)).
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To discuss curvatures of covariant derivatives and connections, we introduce the notion
of left (right) pre-connection forms.

Definition 8. A left (right) pre-connection formωl,r is a linear mapωl,r : H → Γ 1
c (P)

satisfying

ωl,r (1) = 0, (108)

∆Γ
P (ωl(h)) =

∑
ωl(h(2)) ⊗ S(h(1))h(3), (109)

∆Γ
P (ωr(h)) =

∑
ωr(h(2)) ⊗ h(3)S

−1(h(1)), (110)

(1 − horc) ◦ χiΓc
(ωl(h)) = −

∑
1⊗̂S(h(1))dh(2) ∀i ∈ I, (111)

(1 − horc) ◦ χiΓc
(ωr(h)) = −

∑
1⊗̂(dh(2))S

−1(h(1)) ∀i ∈ I. (112)

Proposition 16. Left (right) covariant derivatives are in bijective correspondence to left
(right) pre-connection forms.

Proof. Letωl be a left pre-connection formωl determines a family of linear mapsAli by

Ali (h) := −(id ⊗ ε) ◦ horc ◦ χiΓc
(ωl(h)). (113)

Because of (108), theAli fulfill (70).
Using

(1 − horc) ◦ χiΓc
(ωl(h)) + horc ◦ χiΓc

(ωl(h)) = χiΓc
(ωl(h)),

(109) and (111), formula (75) and (113) one verifies easily

χiΓc
(ωl(h)) = −

∑
1⊗̂S(h(1))dh(2) −

∑
Ali (h(2))⊗̂S(h(1))h(3). (114)

Since

(πi
j ⊗ id) ◦ χiΓc

(ωl(h)) = φijΓ ◦ (π
j
i ⊗ id) ◦ χjΓc

(ωl(h)),

an easy calculation (using (15) and the projectionPinv (85)) leads to (71).
We want to prove that the left-covariant derivativeDl determined by theAli is

Dl(γ ) = dγ + (−1)n
∑

γ(0)ωl(γ(1)), γ ∈ horΓ n
c (P). (115)

It is sufficient to prove that forγ ∈ horΓ n
c (P)

χiΓc
(dγ + (−1)n

∑
γ(0)ωl(γ(1)))= dγ ⊗̂h + (−1)n+1γAli (h(1))⊗̂h(2)

= χiΓc
◦ Dl(γ ).

χiΓc
(γ ) has the general form

χiΓc
(γ ) =

∑
k

γ k
i ⊗̂hki , γ k

i ∈ Γ n(Bi), hki ∈ H.
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Using (114) one obtains

χiΓc

(
dγ + (−1)n

∑
γ(0)ωl(γ(1))

)
=
(∑

k

dγ k
i ⊗̂hki + (−1)n

∑
k

γ k
i ⊗̂dhki + (−1)n

∑
k

∑
(γ k

i ⊗ hki(1))χiΓc
(ωl(h

k
i(2))

)
=
∑
k

dγ k
i ⊗̂hki + (−1)n

∑
k

γ k
i ⊗̂dhki − (−1)n

∑
k

∑
(γ k

i ⊗ hki(1))(1⊗̂S(hki(2))dhki(3))

−(−1)n
∑
k

∑
(γ k

i ⊗ hki(1))(Ali (h
k
i(3))⊗̂S(hki(2))dhki(4))

= dγ ⊗̂h + (−1)n+1γAli (h(1))⊗̂h(2).

Note that the following identity is satisfied:

Dli (γ ⊗̂h)= dγ ⊗̂h + (−1)n+1
∑

γAli (h(1))⊗̂h(2)

= d(γ ⊗̂h) + (−1)n
∑

(γ ⊗̂h(1))χiΓc
(ωl(h(2))). (116)

Assume now that there is given a left-covariant derivativeDl . In terms of the corre-
sponding linear mapsAli , one obtains a family of left pre-connection formsωli : H →
(Γ (Bi)⊗̂Γ (H))1 by

ωli (h) = −
∑

1⊗̂S(h(1))dh(2) −
∑

Ali (h(2))⊗̂S(h(1))h(3).

Using (71), one obtains

(πi
j ⊗ id)Γ (ωli (h)) = φijΓ ◦ (π

j
i ⊗ id)Γ (ωlj (h),

thus

ωl(h) := (ωli (h))i∈I

defines a left pre-connection formωl : H → Γ 1
c (P).

One easily verifies forγ ⊗̂h ∈ Γ n(Bi)⊗̂H

Dli (γ ⊗̂h)= dγ ⊗̂h + (−1)n+1
∑

γAli (h(1))⊗̂h(2)

= d(γ ⊗̂h) + (−1)n
∑

(γ ⊗̂h(1))ωli (h(2)). (117)

Using this formula it follows that

Dl(γ ) = dγ + (−1)n
∑

γ(0)ωl(γ(1)) (118)

for γ ∈ horΓ n
c (P). It is immediate from the formulas (116) and (117) and Proposition 12

that the correspondence is bijective.
For right-covariant derivatives the proof is analogous. �
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Remark. Note that the foregoing proof also shows the bijective correspondence between
left (right) pre-connection forms and families of linear mapsAl,ri : H → Γ (Bi) fulfilling
(70) and (71).

Definition 9. A left (right) pre-connection formωl,r is called left (right) connection form,
if

R ⊂ ker((id ⊗ ε) ◦ horc ◦ χiΓc
◦ ωl) ∀i ∈ I, (119)

S−1(R) ⊂ ker((id ⊗ ε) ◦ horc ◦ χiΓc
◦ ωr) ∀i ∈ I (120)

is satisfied.

Proposition 17. Left (right) connections are in bijective correspondence to left(right)
connection forms.

Proof. The claim follows immediately from Propositions 14 and 16 and (113). �

Remark. Note that classical connection forms are related to the connection forms con-
sidered above as follows. Let a classical principal bundle with total spaceQ and structure
groupG be given. A classical connection form is a Lie algebra valued 1-formω̃ of type Ad
onQ. LetX be a vector field onQ, and leth ∈ C∞(G). Then, the formula

ωl(h)(X) = −ω̃(X)(h)

defines a left connection formωl in the above sense. Condition (119) withR = (kerε)2

means that̃ω can be interpreted as a Lie algebra valued form. In this case (109) and (111)
replace the usual conditions (type Ad, condition for fundamental vectors) for connection
forms.

Definition 10. The left (right) curvature of a given left (right) covariant derivative is the
linear mapD2

l,r : horΓc(P) → horΓc(P).

Definition 11. Let ωl,r be a left (right) pre-connection form of a left (right) covariant
derivativeDl,r . The linear mapsΩl,r : H → Γ 2

c (P) defined by

Ωl(h) := dωl(h) −
∑

ωl(h(1))ωl(h(2)), (121)

Ωr(h) := dωr(h) +
∑

ωr(h(2))ωr(h(1)) (122)

are called the left (right) curvature form of a given left (right) covariant derivative.

Remark. In other words, we take an analogue of the structure equation as definition of the
curvature form.

Proposition 18. The left(right) curvature of a given left (right) covariant derivative is
related to the left(right) curvature form by the identity
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D2
l (γ ) =

∑
γ(0)Ωl(γ(1)), γ ∈ horΓc(P), (123)

D2
r (γ ) =

∑
Ωr(γ(1))γ(0), γ ∈ horΓc(P). (124)

Proof. Because of the one-to-one correspondence between covariant derivatives onP and
certain families of covariant derivatives on the trivilizationsBi ⊗H , it is sufficient to prove
this assertion on a trivial bundleB ⊗ H . In this case, the linear mapωl belonging to a
left-covariant derivative has the form

ωl(h) = −
(
1 ⊗

∑
S(h(1))dh(2)

)
−
∑

(Al(h(2))⊗̂S(h(1))h(3)).

Therefore, one obtains forΩl

dωl(h) −
∑

ωl(h(1))ωl(h(2))

=−1⊗̂
∑

dS(h(1))dh(2)−
∑

dAl (h(2))⊗̂S(h(1))h(3)+
∑

Al(h(2))⊗̂(dS(h(1)))h(3)

+
∑

Al(h(2))⊗̂S(h(1))dh(3) − 1⊗̂
∑

S(h(1))(dh(2))S(h(3))dh(4)

−
∑

Al(h(2))⊗̂S(h(1))h(3)S(h(4))dh(5)+
∑

Al(h(4))⊗̂S(h(1))(dh(2))S(h(3))h(5)

−
∑

Al(h(2))Al(h(5))⊗̂S(h(1))h(3)S(h(4))h(6)

= −
∑

dAl (h(2))⊗̂S(h(1))h(3) −
∑

Al(h(2))Al(h(3))⊗̂S(h(1))h(4),

which leads forγ ∈ Γ n(B) to∑
(γ ⊗̂h(1))Ωl(h(2)) = −

∑
γdAl (h(1))⊗̂h(2) −

∑
γAl(h(1))Al(h(2))⊗̂h(3).

On the other hand, the left-hand side of (123) is

(Dl)
2(γ ⊗ h)=Dl

(
dγ ⊗̂h −

∑
(−1)nγAl(h(1))⊗̂h(2)

)
= −(−1)n+1

∑
(dγ )Al(h(1))⊗̂h(2) − (−1)n

∑
(dγ )Al(h(1))⊗̂h(2)

−
∑

γdAl (h(1))⊗̂h(2) −
∑

γAl(h(1))Al(h(2))⊗̂h(3)

= −
(∑

γdAl (h(1))⊗̂h(2) +
∑

γAl(h(1))Al(h(2)⊗̂h(3)

)
=
∑

(γ ⊗̂h(1))Ωl(h(2)).

For right-covariant derivatives the proof is analogous. �

Remark. The proof shows that there is a linear mapFl,r : H → Γ 2(B) defined by

Fl(h) := dAl (h) +
∑

Al(h(1))Al(h(2)), (125)

Fr(h) := dAr (h) −
∑

Ar(h(2))Ar(h(1)) (126)
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which is related to the left (right) curvature form of a given left (right) covariant derivative
on a trivial QPFB by

Ωl(h) = −
∑

Fl(h(2))⊗̂S(h(1))h(3), (127)

Ωr(h) = −
∑

Fr(h(2))⊗̂h(3)S
−1(h(1)). (128)

In the case of a general locally trivial bundle one arrives at a familyFl,ri : H → Γ 2(Bi)

of linear maps, called local curvature forms, which are related to the local connection
forms Al,ri by (125) and (126). Using formula (71) and the Leibniz rule (taking into
account

∑
τij (h(1))τij (h(2)) = ε(h)1) it is easy to verify that the local curvature forms

satisfy

πi
jΓm

(Fl,ri (h)) =
∑

τij (h(1))π
j
iΓm

(Fl,rj (h(2)))τji (h(3)). (129)

An analogue of the Bianchi identity does in general not exist.

Now, we make some remarks about the general form of the linear mapsAli : H →
Γ 1(Bi) corresponding to connections on a locally trivial QPFB. For this we use the func-
tionalsXi corresponding to the right idealR, which determines the right-covariant differ-
ential calculusΓ (H) (see [26,27] and Appendix A). Let thehi + R ∈ kerε/R be a linear
basis in kerε/R. Then every elementh− ε(h)1+R ∈ kerε/R has the formXi (h)hi +R.
Since 1 ∈ kerAli andR ⊂ kerAli it follows that Ali is determined by its values on
thehk,

Ali (h) =
∑
k

Xk(h)Ali (h
k).

In other words, to get a connection on the trivial piecesBi ⊗H , one choosesAk
i ∈ Γ 1(Bi)

and defines the linear mapAli by

Ali (h) =
∑
k

Xk(h)A
k
i .

The connections so defined on the trivial piecesBi ⊗H do in general not give a connection
on the locally trivial QPFBP, because they do in general not fulfill the condition (71). If the
right idealR fulfills (49), one can rewrite the condition (71) as a condition for the one-forms
Ak
i ∈ Γ 1(Bi). Recall that in this case

∑
τij (r(1))dτji (r(2)) = 0 ∀r ∈ R (cf. (51)), thus∑

τij (h(1))dτij (h(2)) =
∑∑

k

Xk(h)τij (h
k
(1))dτji (h

k
(2)).

Furthermore, the condition (49) leads to the identity∑
τij (h(1))Xl (h(2))τji (h(3))=

∑
τji (S(h(1))h(3))Xl (h(2))

=
∑
k

Xk(h)
∑

τji (S(h
k
(1))h

k
(3))Xl (h

k
(2)).
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Putting nowAli (h) = ∑
kXk(h)A

k
i in (71) leads to the following condition for the forms

Ak
i :

πi
jΓm

(Ak
i ) =

∑
l

τji (S(h
k
(1))h

k
(3))Xl (h

k
(2))π

j
iΓm

(Al
i) + τij (h

k
(1))dτji (h

k
(2)).

Note that, in the caseI = {1,2}, it follows from the last formula that there exist connections.
One can choose, e.g. one-formsAl

2 on the right, and solve the remaining equation forAk
1

due to the surjectivity ofπ1
2Γm

.
One can regard the setDl,r of all left (right) covariant derivatives as a set with affine

structure, where the corresponding vector space is characterized by the following proposi-
tion.

Proposition 19. A linear mapCl,r : horΓc(P) → horΓc(P) is a difference of two left
(right) covariant derivatives if and only if

Cl,r (1) = 0, (130)

Cl,r (horΓ n
c (P)) ⊂ horΓ n+1

c (P), (131)

Cl(γ α) = (−1)nγCl(α), γ ∈ Γ n
c (B), α ∈ horΓc(P), (132)

Cr(αγ ) = (−1)nCr(α)γ, γ ∈ Γc(B), α ∈ horΓ n
c (P), (133)

(Cl,r ⊗ id) ◦ ∆PΓc
= ∆PΓc

◦ Cl,r , (134)

Cl,r (kerχiΓc
|horΓc(P)) ⊂ kerχiΓc

|horΓc(P) ∀i ∈ I. (135)

This is immediate from Definition 6.
Because of (135) such a mapCl,r defines a family of local mapsCl,ri by

Cl,ri ◦ χiΓc
= χiΓc

◦ Cl,r .

It is immediate that the set of left (right) connections is an affine subspace ofDl,r . The
elements of the corresponding vector space have the following additional property:

(id ⊗ ε) ◦ Cli (1 ⊗ r) = 0, ∀i ∈ I, ∀r ∈ R,

(id ⊗ ε) ◦ Cri (1 ⊗ r) = 0, ∀i ∈ I, ∀r ∈ S−1(R).

5. Example

Here we present an example of aU(1)-bundle over the quantum spaceS2
pqφ . The quantum

spaceS2
pqφ is treated in detail in [6] and we restrict ourselves here to a brief summary.

The algebraP(S2
pqφ) of all polynomials over the quantum spaceS2

pqφ is constructed by
gluing together two copies of a quantum disc along its classical subspace.
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Definition 12 (cf. [16]). The algebraP(Dp) of all polynomials over the quantum discDp

is defined as the algebra generated by the elementsx andx∗ fulfilling the relation

x∗x − pxx∗ = (1 − p)1, (136)

where 0< p < 1.

P(Dp) is a∗-algebra in a natural way. LetP(S1) be the algebra generated by the elements
u, u∗ fulfilling the relation

uu∗ = u∗u = 1.

P (S1) can be considered as the algebra of all trigonometrical polynomials over the circle
S1. There exists a surjective∗-homomorphismφp : P(Dp) → P(S1) defined by

φp(x) = u, (137)

which can be considered as the “pull back” of the embedding of the circle into the quantum
disc. The algebraP(S2

pqφ) of all polynomials over the quantum spaceS2
pqφ is defined as

P(S2
pqφ) := {(f, g) ∈ P(Dp) ⊕ (Dq)|φp(f ) = φq(g)} (138)

with 0 < p, q < 1. It was shown in [6] that this algebra can be regarded as the algebra
generated by the elementsf1, f−1 andf0 fulfilling the relations

f−1f1 − qf1f−1 = (p − q)f0 + (1 − p)1, (139)

f0f1 − pf1f0 = (1 − p)f1, (140)

f−1f0 − pf0f−1 = (1 − p)f−1, (141)

(1 − f0)(f1f−1 − f0) = 0, (142)

where the isomorphism is given byf1 �→ (x, y),f−1 �→ (x∗, y∗)andf0 �→ (xx∗,1). (Here,
the generators ofP(Dq) are denoted byy andy∗.) As was proved in [6], theC∗-closure
C(S2

pqφ) of P(S2
pqφ) (formed using representations in bounded operators) is isomorphic to

theC∗-algebraC(S2
µc) of the Podles sphereS2

µc for c > 0.

Now, let us construct a class of QPFBs with structure groupU(1) and base spaceS2
pqφ .

The algebra of polynomialsP(U(1)) overU(1) by definition coincides with the algebra
P(S1). With∆(u) = u⊗u, ε(u) = 1 andS(u) = u∗,P(U(1)) is a Hopf algebra. According
to Proposition 4, we need just one transition functionτ12 : P(U(1)) → P(S1) to obtain a
locally trivial QPFB. We define transition functionsτ (n)12 , n = 0,1, . . . as follows:

τ
(n)
12 (u) := un, τ

(n)
12 (u∗) := u∗n.

It follows that

τ
(n)
21 (u) = u∗n, τ

(n)
21 (u∗) = un.

We obtain locally trivial QPFBs (P(n),∆P(n) , P (U(1)), P (S2
pqφ), ι, ((χp, kerπp),

(χq, kerπq))) corresponding to these transition functions (see formulas (15) and (16)),
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whereι is the canonical embeddingP(S2
pqφ) ⊂ P(n) andπp,q : P(S2

pqφ) → P(Dp,q) and

χp,q : P(n) → P(Dp,q) ⊗ P(U(1)) are the restrictions of the canonical projections to
P(S2

pqφ) andP(n), respectively.

Proposition 20. The locally trivial QPFBsP(n) andP(m) are nonisomorphic forn �= m.

Proof. AssumeP(n) � P(m). According to Proposition 5, it follows that there exist homo-
morphismsσ1 : P(U(1)) → P(Dp), σ2 : P(U(1)) → P(Dq) with values in the centres
of P(Dp,q) such that Eq. (21) is true, in particular, for the generatoru. �

Lemma 6. The centre ofP(Dp) is trivial, Z(P (Dp)) = C1.

Proof of the lemma. We make use of the fact thatP(Dp) has a vector space basis
(xkx∗l )k≥0,l>0 (see [6, Lemma 2]). Thus, anyf ∈ P(Dp) can be written asf = f− +∑n

k=0fkx
kx∗n−k, wheref− is a linear combination of elementsxkx∗l with k+ l < n. Now,

the assumptionxf = fx, together with the relation (136), immediately leads tofk = pn−kfk,
k = 0, . . . , n, i.e.fk = 0 for k = 0, . . . , n − 1. Analogously, the assumptionx∗f = fx∗
yieldsfk = pkfk, k = 0, . . . , n, i.e.fk = 0 for k = 1, . . . , n. Thus, iff is in the centre,
fk = 0 for k = 0, . . . , n. Repeating the argument, the degree off is reduced to 0, which
proves the lemma. �

Proof of the proposition (continued). Due to the lemma, the homomorphismsσ1 andσ2

can be considered as characters ofP(U(1)). Writing now (21) forh = u, τ (n)12 on the left

andτ (m)
12 on the right leads toum = λun, λ ∈ C, which is possible only form = n, since

the powers ofu form a basis ofP(S1). The proposition is proved. �

We remind the reader that we assumed 0< p, q < 1, so thatp, q cannot be roots of
unity, which makes the arguments in the above proofs meaningful.

Note thatP(0) is the trivial bundleP(S2
pqφ)⊗P(U(1)). Due to the foregoing proposition,

all the otherP(n) are nontrivial.
In the following, we restrict ourselves to the casen = 1.

Proposition 21. Let J̄ ⊂ P(Dp) ⊗ P(Dq) be the ideal generated by the element

(xx∗ − 1) ⊗ (yy∗ − 1).

Moreover, let J be the ideal in the free algebraC〈a, a∗, b, b∗〉 generated by the relations

a∗a − qaa∗ = (1 − q)1, (143)

b∗b − pbb∗ = (1 − p)1, (144)

ba = ab, ba∗ = a∗b, b∗a = ab∗, b∗a∗ = a∗b∗, (145)

(1 − aa∗)(1 − bb∗) = 0. (146)
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Then, we have the isomorphisms of∗-algebrasP(1) � (P (Dp) ⊗ P(Dq))/J̄ � C〈a, a∗,
b, b∗〉/J .

Proof. (P (Dp) ⊗ P(Dq))/J is generated by

ā = 1 ⊗ y + J, ā∗ = 1 ⊗ y∗ + J, b̄ = x ⊗ 1 + J, b̄∗ = x∗ ⊗ 1 + J.

It is easy to see that̄a �→ a, b̄ �→ b defines an isomorphism(P (Dp) ⊗ P(Dq))/J̄ →
C〈a, a∗, b, b∗〉/J . It remains to prove a second isomorphy, e.g.P(1) � C〈a, a∗, b, b∗〉/J .
Consider the following elements inP(1):

ã = (1 ⊗ u, y ⊗ u), ã∗ = (1 ⊗ u∗, y∗ ⊗ u∗),
b̃ = (x ⊗ u∗,1 ⊗ u∗), b̃∗ = (x∗ ⊗ u,1 ⊗ u).

A short calculation shows that these elements fulfill the same relations (145) as thea, a∗,
b andb∗. Thus, there exists a homomorphismF : C〈a, a∗, b, b∗〉/J → P(1) defined by

F(a) := ã, F (b) := b̃, F (a∗) := ã∗, F (b∗) := b̃∗.

We will show thatF is an isomorphism. For surjectivity it is sufficient to show that the ele-
mentsã, ã∗, b̃ andb̃∗ generate the algebraP(1). Again we use that the elementsxkx∗l , k ≥ 0,
l > 0 form a vector space basis ofP(Dp) ([6, Lemma 2]) and that the elementsui, i ∈
Z (u−1 = u∗), form a vector space basis inP(U(1)). Thus a general elementf ∈
P(Dp) ⊗ P(U(1)) ⊕ P(Dq) ⊗ P(U(1)) has the form

f =
 ∑

k,l≥0,i∈Z
c
p
k,l,ix

kx∗l ⊗ ui,
∑

m,n≥0,j∈Z
c
q
m,n,j y

my∗n ⊗ uj

 .

f ∈ P(1) means that there is the restriction∑
k,l≥0,i∈Z

c
p
k,l,iu

k−l ⊗ ui =
∑

m,n≥0,j∈Z
c
q
m,n,j u

m−n−j ⊗ uj ,

which leads to the following condition for the coefficientsc
p
k,l,i andcqm,n,j :∑

l≥0,s+l≥0

c
p
s+l,l,t =

∑
n≥0,n+s+t≥0

c
q
s+t+n,n,t ∀s, t ∈ Z. (147)

f ∈ P(1) has the formf = ∑
s,t fs,t , where

fs,t=
 ∑

l≥0,l+s≥0

c
p
s+l,l,t x

l+sx∗l ⊗ ut ,
∑

n≥0,n+s+t≥0

c
q
s+t+n,n,t y

n+s+t y∗n ⊗ ut

 ∈ P(1)
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due to (147). Because of (147) one can writefs,t as

fs,t =
∑

l≥0,l+s≥0

c
p
s+l,l,t (x

l+sx∗l ⊗ ut , ym+s+t y∗m ⊗ ut )

+
∑

n≥0,n+s+t≥0

c
q
s+t+n,n,t (x

k+sx∗k ⊗ ut , yn+l+t y∗n ⊗ ut )

−
∑

l≥0,l+s≥0

c
p
s+l,l,t (x

k+sx∗k ⊗ ut , ym+s+t y∗m ⊗ ut ).

The identity

(xsxlx∗l ⊗ ut , ys+t yny∗n ⊗ ut ) = ãs+t+nã∗nb̃s+l b̃∗l ,

which is a direct consequence of the definition ofã, ã∗, b̃ andb̃∗, shows thatF is surjective.
To show the injectivity ofF , we define homomorphismsFp,q : C〈a, a∗, b, b∗〉/J →

P(Dp,q)⊗ P(U(1)) byFp,q := χp,q ◦ F . Because of kerχp ∩ kerχq = {0}, kerF = {0}
if and only if kerFp ∩ kerFq = {0}. First let us describe the ideals kerFp,q . Let Ip andIq
be the ideals generated by 1− aa∗ and 1− bb∗, respectively. From (145) it is immediate
that the algebras(C〈a, a∗, b, b∗〉/J )/Ip,q are isomorphic toP(Dp,q) ⊗ P(U(1)), where
the isomorphism(C〈a, a∗, b, b∗〉/J )/Ip → P(Dp) ⊗ P(U(1)) is defined bya �→ 1 ⊗ u,
b �→ x⊗1, and the isomorphism(C〈a, a∗, b, b∗〉)/J )/Iq → P(Dq)⊗P(U(1)) is defined
by a �→ y ⊗ 1, b �→ 1 ⊗ u.

Moreover, there are automorphismsF̃p,q : P(Dp,q)⊗P(U(1)) → P(Dp,q)⊗P(U(1))
defined by

F̃p(1 ⊗ u) := 1 ⊗ u, F̃q(1 ⊗ u) := 1 ⊗ u, F̃p(1 ⊗ u∗) := 1 ⊗ u∗,
F̃q(1 ⊗ u∗) := 1 ⊗ u∗, F̃p(x ⊗ 1) := x ⊗ u∗, F̃q(y ⊗ 1) := y ⊗ u,

F̃p(x
∗ ⊗ 1) := x∗ ⊗ u, F̃q(y

∗ ⊗ 1) := y∗ ⊗ u∗.

Let ηp,q be the quotient maps with respect to the idealsIp,q . A short calculation shows that

Fp,q = F̃p,q ◦ ηp,q,

which means kerFp,q = Ip,q . It remains to showIp ∩ Iq = {0}. There are the following
identities inC〈a, a∗, b, b∗〉/J :

(1 − aa∗)a = qa(1 − aa∗), (1 − aa∗)a∗ = q−1a∗(1 − aa∗),
(1 − bb∗)b = pb(1 − bb∗), (1 − bb∗)b∗ = p−1b∗(1 − bb∗).

From these relations and the definition ofIp = kerFp it follows that forf ∈ kerFp there
exists an element̃f such thatf = (1 − aa∗)f̃ . kerFq has an analogous property with
1−bb∗ instead of 1−aa∗. Using that 1−xx∗ is not a zero divisor inP(Dp) (see [6, Lemma
3]), it is now easy to see thatf ∈ kerFp ∩ kerFq is of the formf = (1− aa∗)(1− bb∗)f̃ .
Thusf = 0, i.e. kerFp ∩ kerFq = 0. �
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Using the identificationP(1) � C〈a, a∗, b, b∗〉/J , the mappings belonging to the bundle
can be given explicitly

∆P(1) (a) = a ⊗ u, ∆P(1) (a
∗) = a∗ ⊗ u∗, ∆P(1) (b) = b ⊗ u∗,

∆P(1) (b
∗) = b∗ ⊗ u, χp(a) = 1 ⊗ u, χq(a) = y ⊗ u,

χp(a
∗) = 1 ⊗ u∗, χq(a

∗) = y∗ ⊗ u∗, χp(b) = x ⊗ u∗,
χq(b) = 1 ⊗ u∗, χp(b

∗) = x∗ ⊗ u, χq(b
∗) = 1 ⊗ u,

ι(f1) = ba, ι(f−1) = a∗b∗, ι(f0) = bb∗.

One easily finds the classical points, i.e. the characters, of the∗-algebraC〈a, a∗, b, b∗〉/J .
They are given by

ρθ1θ2(a) = eiθ1, (148)

ρθ1θ2(b) = eiθ2 (149)

with θ1, θ2 ∈ [0,2π). Thus, the space of classical points can be identified with the two-torus
T 2. As a consequence, the total space algebra of ourU(1)-bundle is nonisomorphic to
P(SUq(2)), whose space of classical points isS1. This nonisomorphy also extends to
a possibleC∗-closure. Therefore, our bundle is nonisomorphic to the quantum principal
U(1)-bundle used by Brzeziński and Majid ([2,3]) whose total space algebra isP(SUq(2)).
This will remain true also if one goes to aC∗-completion, where the basis algebras would
coincide. On the other hand, the bundle considered here is a natural analogue of the classical
U(1)-Hopf bundle from a topological point of view. It is by definition a gluing of two
quantum solid toriS1 ×Dp,q along their “boundary”T 2 of classical points, and the gluing
on this boundary is exactly the same as in the classical case, formulated in terms of the
pull-backs of the classical gluing maps.

We also note that the total space algebraP(1) of our bundle seems not to have a Hopf
algebra structure in an obvious way, which is also in contrast with the example of [2], where
the total space algebra isP(SUq(2)).

In the casep = q = 1, the algebra becomes commutative and only the relation(1 −
aa∗)(1 − bb∗) = 0 remains. It is easy to see that this relation, together with the natural
requirement|a| ≤ 1, |b| ≤ 1, describes a subspace ofR

4 homeomorphic toS3. The right
U(1)-action is a simultaneous rotation ina andb, and the orbit throughb = 0 is the fibre
over the top(0,0,0) of the base space (see the discussion in [6]).

To build a connection on the locally trivial QPFBP(1), first we have to construct
an adapted covariant differential structure. By Definition 4, the adapted covariant dif-
ferential structure is determined by differential calculiΓ (P (Dp)) andΓ (P (Dq)) and a
right-covariant differential calculusΓ (P (U(1)) on the Hopf algebraP(U(1)).

As the differential calculiΓ ((P (Dp,q)) on the quantum discsDp,q , we choose the calculi
already used in [6]) (see [23,25]). The differential idealJ (P (Dp) ⊂ Ω(P (Dp)) determin-
ing Γ (P (Dp)) is generated by the elements

x(dx) − p−1(dx)x, x∗(dx∗) − p(dx∗)x∗,

x(dx∗) − p−1(dx∗)x, x∗(dx) − p(dx)x∗.
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Replacingx by y andp by q, one obtains the differential idealJ (P (Dq)) ⊂ Ω(P (Dq))

determiningΓ (P (Dq)). The corresponding calculusΓ (P (S2
pqφ))on the basis was explicitly

described in [6]. Furthermore, we use the right-covariant differential calculusΓ (P (U(1)))
determined by the right idealR generated by the element

u + νu∗ − (1 + ν)1,

where 0< ν ≤ 1. One easily verifies thatR fulfills (49). Thus, the differential ideal
J (P (S1)) is generated by the sets (50)–(52). Using these generators in the present case one
obtains the following relations inΓm(P (S1)):

(du∗)u = u(du∗), (du∗)u = νu(du∗),
(du∗)u = pu(du∗), (du∗)u = qu(du∗).

Therefore,du∗ = du = 0 if at least one of the numbersν, p, q is different from 1. Then,
the LC-differential algebraΓm(P (S2

pqφ)) has the following form:

Γ 0
m(P (S2

pqφ)) = P(S2
pqφ), Γ n

m(P (S2
pqφ)) = Γ n(P (Dp)) ⊕ Γ n(P (Dq)), n > 0.

Γ (P (S2
pqφ)) coincides withΓm(P (S2

pqφ)) forp �= q, and is embedded as a subspace defined
by the gluing forp = q (cf. [6]).

Now, we want to construct a connection on the bundleP(1) which can be regarded as a
quantum magnetic monopole with strengthg = −1

2.
The functionalsX andf onP(U(1)) corresponding to the basis element(u− 1)+R ∈

kerε/R are given by

X (u) = 1, X (u∗) = −ν−1, f (u) = ν, f (u∗) = ν−1,

f (hk) = f (h)f (k), h, k ∈ P(U(1)), X (hk) = X (h)f (k) + ε(h)X (k).

X is a linear basis in the space of functionals annihilating 1 and the right idealR (see also
Appendix A and [27]), i.e.X is a basis of theν-deformed Lie algebra corresponding to the
differential calculus onU(1). We define the linear mapsAl1 : (U(1)) → Γ (P (Dp)) and
Al2 : P(U(1)) → Γ (P (Dq)) corresponding to a left connection onP(1) by

Al1(h) = X (h)1
4(xdx∗ − x∗dx), h ∈ P(U(1)), (150)

Al2(h) = X (h)1
4(y

∗dy− ydy∗), h ∈ P(U(1)). (151)

Because ofX (R) = 0 andX (1) = 0,Al1 andAl2 fulfill the conditions (70) and (98). Since
there is no gluing inΓ 1

m(B), the condition (71) is also fulfilled. Therefore, any choice of
one-forms to the right ofX gives a connection.

A short calculation shows (see formula (125)) that the linear mapsF1 : P(U(1)) →
Γ 2(P (Dp)) andF2 : P(U(1)) → Γ 2(P (Dq)) corresponding to the curvature have the
following form:

F1(h) = X (h)1
4(1 + p)dxdx∗ +

∑
X (h(1))X (h(2))

1
16(xx∗ − px∗x)dxdx∗,

F2(h) = −X (h)1
4(1 + q)dydy∗ +

∑
X (h(1))X (h(2))

1
16(yy∗ − qy∗y)dydy∗.
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In the classical case, the local connection formsAl1 andAl2 can be transformed, using
suitable local coordinates, from the classical unit discs to the upper and lower hemispheres
of the classicalS2. The resulting local connection forms onS2 just coincide with the
well-known magnetic potentials of the Dirac monopole of charge−1

2. To explain this we
will briefly describe the classical Dirac monopole (see [19]). The classical Dirac monopole
is defined onR3 \ {0}, which is of the same homotopy type asS2. The corresponding gauge
theory is aU(1) theory, and the Dirac monopole is described as a connection on aU(1)
principal fibre bundle overS2.

Let {UN, US} be a covering ofS2, whereUN respectivelyUS is the closed northern
respectively southern hemisphere,UN ∩ US = S1. One can writeUN andUS in polar
coordinates (up to the poles)

UN =
{
(θ, φ), 0 < θ ≤ π

2
, 0 ≤ φ < 2π

}
∪ {N},

US =
{
(θ, φ),

π

2
≤ θ < π, 0 ≤ φ < 2π

}
∪ {S}.

By

g
(n)
12 (φ) = exp(i nφ), 0 ≤ φ < 2π, n ∈ Z

a family of transition functionsg(n)12 : S1 → U(1), n ∈ Z is given. A standard procedure
defines a corresponding family ofU(1) principal fibre bundlesQ(n).

Letξi : S1 → Ui , i = N, S be the embedding defined byξi(φ) = (π/2, φ). A connection
onQ(n) is defined by two Lie algebra valued one-formsAN andAS fulfilling

ξ∗
N(AN) = ξ∗

S(AS) + i ndφ.

The Wu-Yang forms defined by

A
(n)
N = i 1

2n(1 − cosθ)dφ, A
(n)
S = −i 1

2n(1 + cosθ)dφ

fulfill these condition.A(n)
N andA(n)

S are vector potentials generating the magnetic field
B = (1

2n)(%r/|%r|3), which is interpreted as a monopole of strength1
2n.

The classical analoguẽP (n) of the locally trivial QPFBP(n) constructed above is aU(1)
principal fibre bundle over a space constructed by gluing together two discs along their
boundaries. A discD can be regarded as a subspace ofC

D := {x ∈ C|xx∗ ≤ 1}.
The space resulting from gluing together two copies ofD overS1 = {x ∈ D|xx∗ = 1}
is topologically isomorphic to the sphereS2. Everyx ∈ S1 has the formx = exp(iφ),
0 ≤ φ < 2π . The classicalU(1) bundlesP̃ (n) are given by transition functions̃g(n)12 :

S1 → U(1), which are obtained byτ (n)12 = (g̃
(n)
21 )

∗ (∗ means here pull-back) from the above
transition functions of QPFB. The exchange of the indices comes from formula (15). One
hasg̃(n)12 (exp(iφ)) = exp(−i nφ), n ∈ N. Obviously, theP̃ (n) are topologically isomorphic
toQ(−n).
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The classical analogue of the connection onP(1) defined above is given by the following
one-forms onD (see (150) and (151)):

A1 = 1
4(xdx∗ − x∗dx), A2 = 1

4(x
∗dx− xdx∗).

Let ξ : S1 → D be the embedding. A short calculation shows thatA1 andA2 fulfill

ξ∗(A1) = ξ∗(A2) − idφ.

Now, one defines the following mapsηN : UN \ {N} → D andηS : US \ {S} → D by

ηN(θ, φ) := √
1 − cosθ exp(iφ), ηS(θ, φ) := √

1 + cosθ exp(iφ),

and one easily verifies

A
(−1)
N = η∗

N(A1), A
(−1)
S = η∗

S(A2).

6. Final remarks

We have developed the general scheme of a theory of connections on locally trivial QPFB,
the main results being the introduction of differential structures on such bundles and the
characterization of connections in terms of local connection forms. Here, we make some
remarks about questions and problems arising in our context, and about possible future
developments.

1. It is very important to look for more examples. Our example of aU(1)bundle over a glued
quantum sphere is very similar to the example mentioned in [4] of anSUq(2) bundle
over an analogous glued quantum sphere. Indeed, in [4] another quantum disc is used,
which is isomorphic on theC∗-level to the disc used in our paper — bothC∗-algebras are
isomorphic to the shift algebra. AC∗-version of our bundle can therefore be expected to
be isomorphic to theU(1)-subbundle of theSUq(2)-bundle of [4] which in turn already
determines the latter bundle by the main theorem of [4] (which says that a QPFB with
structure groupH is determined by a bundle with the classical subgroup ofH as structure
group). For other examples, one has to look for algebras with a covering (or being a
gluing) such that theBij are “big enough” to allow for nontrivial transition functionsτij :
H → Bij : Bij must contain in their centres subalgebras being the homomorphic image of
the algebraH . This seems to be possible only ifH has nontrivial classical subgroups and
Bij contains suitable classical subspaces, as in our example. The following (almost trivial)
example of a gluing along two noncommutative parts indicates that one may fall back to
a gluing along classical subspaces in many cases. LetA1 = C∗(S)⊕σ C∗(S) = A2 be
two copies of a quantum sphere being glued together from shift algebras via the symbol
mapσ , as described in [6]. Then, the gluingA1 ⊕pr1,2 A2 := {((a1, a2), (a

′
1, a

′
2)) ∈

A1 ⊕ A2|a2 = a′
1} (gluing of two quantum spheres along hemispheres) is obviously

isomorphic to{(a1, a2, a3) ∈ C∗(S) ⊕ C∗(S) ⊕ C∗(S)|σ(a1) = σ(a2) = σ(a3)} =
C∗(S) ⊕σ C∗(S) ⊕σ C∗(S). This is a glued quantum sphere with a (quantum disc)
membrane inside, glued along the classical subspaces. (This corresponds perfectly to
the classical picture of gluing two spheres along hemispheres.)
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2. The permanent need to work with covering completions is an unpleasant feature of the
theory. It would therefore be very important to find some analogue of algebras of smooth
functions in the noncommutative situation which have a suitable class of ideals forming
a distributive lattice with respect to+ and∩ (cf. [6, Proposition 2]). It is not clear if such
a class exists even in classical algebras of differentiable functions.

3. Principal bundles are in the classical case of great importance in topology and geometry.
In the above approach, one could, e.g. ask for characteristic classes (trying to gener-
alize the Chern–Weil construction), and for a notion of parallel transport defined by a
connection.

4. For locally trivial QPFB, a suitable notion of locally trivial associated quantum vector
bundle (QVB) exists ([7]). QVB are defined via cotensor products. One can introduce
differential structures on QVB such that one has the usual correspondence between
vector valued horizontal forms (of a certain “type”) on the QPFB and sections of the
associated bundle. To a connection on a QPFB one can associate connections on the
corresponding QVB.

5. The notion of gauge transformation in our context is considered in [8]. Gauge trans-
formations are defined as isomorphisms of the left (right)B-moduleP, with natural
compatibility conditions. It turns out that the set of covariant derivatives is invariant
under gauge transformations, whereas connections are not always transformed into con-
nections.

6. The relation of our approach to other existing approaches to quantum principal bundles
still has to be investigated. In particular, it seems not to be obvious that in our context
the canonical map is bijective. This has to be shown as a starting point for a comparison
with approaches using Hopf–Galois extensions ([2,14,22,24]). On the other hand, our
approach has many similarities to that of [20], which uses methods of sheaf theory.
Indeed, every algebra with a covering yields a presheaf of algebras. The underlying
topological space is the (finite) index set of the covering, with the discrete topology,
and the algebras related to open subsets are gluings restricted to such index subsets.
Our choice of tensor products as models of trivial bundles is more special than taking
crossed products. However, our approach to differential calculi and connections relies
on the simpler structure of tensor products.
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Appendix A

The purpose of this appendix is to collect some results about covariant differential calculi
on quantum groups ([5,17,27]) and about coverings and gluings of algebras and differential
algebras [6].
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A.1. Covariant calculi on Hopf algebras

We freely use standard facts about Hopf algebras.∆, ε, andS denote comultiplication,
counit and antipode, respectively. We use the Sweedler notation (e.g.∆(h) = ∑

h(1)⊗h(2)),
and we assume that the antipode is invertible.

A differential algebra over an algebraB is a N-graded algebraΓ (B) = ⊕i∈NΓ i(B),
Γ 0((B) = B, equipped with a differentiald, i.e. a graded derivative of degree 1 with
d2 = 0. It is called differential calculus if it is generated as an algebra by thedb, b ∈
B. A differential ideal of a differential algebra is ad-invariant graded ideal. There is al-
ways the universal differential calculusΩ(B) determined by the property that every dif-
ferential calculusΓ (B) is of the formΓ (B) � Ω(B)/J (B) for some differential ideal
J (B).

If two algebrasA, B and differential algebrasΓ (A), Γ (B) are given, an algebra homo-
morphismψ : A → B is said to be differentiable with respect toΓ (A), Γ (B), if there
exists a homomorphismψΓ : Γ (A) → Γ (B) of differential algebras extendingψ (cf.
[21]). ForΓ (A) = Ω(A) this extension, denoted in this case byψΩ→Γ , always exists. If,
in addition,Γ (B) = Ω(B), the notationψΩ is used.J (B) = ker idΩ→Γ is a differential
idealJ (B) ⊂ Ω(B) such thatΓ (B) = Ω(B)/J (B). J (B) is called the differential ideal
corresponding toΓ (B).

Now, we list some facts about covariant differential calculi.

Definition 13. A differential calculusΓ (H)over a Hopf algebraH is called right-covariant,
if Γ (H) is a rightH comodule algebra with right coaction∆Γ such that

∆Γ (h0dh1 · · · dhn) = ∆(h0)(d ⊗ id) ◦ ∆(h1) · · · (d ⊗ id) ◦ ∆(hn). (A.1)

Γ (H) is called left-covariant, ifΓ (H) is a leftH -comodule algebra with left coactionΓ ∆
such that

Γ ∆(h0dh1 · · · dhn) = ∆(h0)(id ⊗ d) ◦ ∆(h1) · · · (id ⊗ d) ◦ ∆(hn). (A.2)

Γ (H) is called bicovariant if it is left- and right-covariant.

Because of the universality property the universal differential calculus over any Hopf algebra
is bicovariant. In the sequel, we list some properties of right-covariant differential calculi.
The construction of left-covariant differential algebras is analogous.

Let ∆Ω be the right coaction of the universal differential calculusΩ(H) and letΓ (H)

be a differential algebra over the Hopf algebraH .Γ (H) is right-covariant if and only if the
corresponding differential idealJ (H) ⊂ Ω(H) has the property

∆Ω(J (H)) ⊂ J (H) ⊗ H.

Let us consider a right-covariant differential calculusΓ (H). LetΓ 1
inv(H) := {γ ∈ Γ (H)|

∆Γ (γ ) = γ ⊗ 1}. There exists a projectionP : Γ 1(H) → Γ 1
inv(H) defined by

P(h0dh1) =
∑

S−1(h0
(2)h

1
(2))h

0
(1)dh1

(1).
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Now, one can define a linear mapηΓ : H → Γ 1(H) by

ηΓ (h) := P(dh) =
∑

S−1(h(2))dh(1).

By an easy calculation one obtains the identitydh = ∑
h(2)ηΓ (h(1)). The linear mapηΓ

has the following properties:

∆Γ (ηΓ (h)) = ηΓ (h) ⊗ 1, ηΓ (h)k =
∑

k(2)(ηΓ (hk(1)) − ε(h)ηΓ (k(1))),

dηΓ (h) = −
∑

ηΓ (h(2))ηΓ (h(1)).

In the caseΓ (H) = Ω(H), we use the symbolηΩ .
The first degrees of right-covariant differential algebras are in one-to-one correspondence

to right idealsR ⊂ kerε ⊂ H in the following sense. First, if a differential calculus is given,
R := kerηΓ ∩ kerε is a right ideal with the propertyR ⊂ kerε, and one can prove that
the subbimoduleJ 1(H) corresponding toΓ 1(H) ∼= Ω1(H)/J 1(H) is generated by the
spaceηΩ(R) = {∑ S−1(r(2))dr(1)|r ∈ R}. On the other hand, every right idealR ⊂ kerε
defines a right-covariant differential algebraΓ (H) = Ω(H)/J (H), where the differential
idealJ (H) ⊂ Ω(H) is generated by the setηΩ(R). Analogously, right idealsR ⊂ kerε
also correspond to left-covariant differential calculi. In this case, the differential idealJ (H)

corresponding toR is generated by{∑ S(r(1))dr(2)|r ∈ R}. Bicovariant differential cal-
culi are given by right idealsR with the property

∑
S(r(1))r(3) ⊗ r(2) ⊂ H ⊗ R∀r ∈

R (Ad-invariance).
Assuming that kerε/R is finite dimensional one can choose a linear basishi + R in

kerε/R. This leads to a set of functionalsXi onH annihilating 1 andR such thatηΓ (h) =∑
iXi (h)ηΓ (hi), h ∈ H . The set of the elementsηΓ (hi) is a left and rightH module basis

in Γ 1(H), and the set of theXi is a linear basis in the space of all functionals annihilating 1
andR. It is obvious thatdh = ∑

h(2)Xi (h(1))ηΓ (hi). Besides the functionalsXi the linear
basis in kerε/R determines also functionalsfij onH satisfying

fij (1) = δij , fij (hk) =
∑
l

fil (h)flj (k), Xi (hk) =
∑
l

Xl (h)fli (k) + ε(h)Xi (k).

Definition 14. Let A be a vector space and letH be a Hopf algebra such that there exists
linear map∆A : A → A ⊗ H . ∆A is called rightH -coaction andA is called rightH
comodule if

(∆A ⊗ id) ◦ ∆A = (id ⊗ ∆) ◦ ∆A, (A.3)

(id ⊗ ε) ◦ ∆A = id. (A.4)

If A is an algebra and∆A is an homomorphism of algebras thenA is called a rightH
comodule algebra. The left coaction is defined analogously.

The definition of covariant differential calculi over Hopf algebras is easily generalized
toH comodule algebras.

Definition 15. A differential calculusΓ (A) over a rightH comodule algebraA is called
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right-covariant if the right coaction∆Γ
A : Γ (A) → Γ (A) ⊗ H defined by

∆Γ
A(a0da1 · · · dan) = ∆A(a0)(d ⊗ id) ◦ ∆A(a1) · · · (d ⊗ id) ◦ ∆A(an) (A.5)

exists.
The universal calculusΩ(A) is always right-covariant, with right coaction denoted by∆Ω

A .
A differential algebraΓ (A) overA is right-covariant if and only if∆Ω

A (J (A)) ⊂ J (A)⊗H

for the differential idealJ (A) corresponding toΓ (A).

A.2. Covering and gluing

Let finite families(Bi)i∈I , (Bij )(i,j)∈I×I\D, D the diagonal inI × I , Bij = Bji , and
homomorphismsπi

j : Bi → Bij be given. Then, the algebra

B =
{
(bi)i∈I ∈ ⊕

i
Bi

∣∣∣∣πi
j (bi) = π

j
i (bj ) ∀i �= j

}
=: ⊕

πi
j

Bi

is called gluing of theBi along theBij by means of theπi
j . Special cases of gluings arise

from coverings. A finite covering of an algebraB is a finite family(Ji)i∈I of ideals inB
with ∩iJi = 0. Taking nowBi = B/Ji , Bij = B/(Ji + Jj ), πi

j : Bi → Bij the canonical
projectionsb + Ji �→ b + Ji + Jj , one can form the gluing

Bc = ⊕
πi
j

Bi,

which is called the covering completion ofB with respect to the covering(Ji)i∈I . B is
always embedded inBc via the mapK : b �→ (b + Ji)i∈I . The covering(Ji)i∈I is called
complete ifK is also surjective, i.e.B is isomorphic toBc. Every two-element covering is
complete, as well as every covering of aC∗-algebra. On the other hand, ifB = ⊕πi

j
Bi is

a general gluing, andpi : B → Bi are the restrictions of the canonical projections, then
(kerpi)i∈I is a complete covering ofB.

If Γ (B) is a differential algebra, a covering(Ji)i∈I of Γ (B) is said to be differentiable
if the Ji are differential ideals. A differential algebraΓ (B) with differentiable covering
(Ji)i∈I is called LC-differential algebra (LC : locally calculus), if the factor differential
algebrasΓ (B)/Ji are differential calculi overB/J 0

i (J 0
i the degree zero component ofJi)

andJ 0
i �= 0, ∀i.

Definition 16. Let (B, (Ji)i∈I ) be an algebra with complete covering, letBi = B/Ji , let
πi : B → Bi be the natural surjections, and letΓ (B) andΓ (Bi) be differential calculi such
thatπi are differentiable and(kerπiΓ )i∈I is a covering ofΓ (B). Then(Γ (B), (Γ (Bi))i∈I )
is called adapted to(B, (Ji)i∈I ).

The following proposition is essential for Definition 4.

Proposition 22. Let (B, (Ji)i∈I ) be an algebra with complete covering, and letΓ (Bi) be
differential calculi over the algebrasBi . Up to isomorphy there exists a unique differential
calculusΓ (B) such that(Γ (B), (Γ (Bi))i∈I )) is adapted to(B, (Ji)i∈I ).
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As shown in [6], the differential ideal corresponding toΓ (B) = Ω(B)/J (B) is just
J (B) = ∩i∈IkerπiΩ→Γ .

Finally, there is a proposition concerning the covering completion of adapted differential
calculi.

Proposition 23. Let (Γ (B), (Γ (Bi))i∈I ) be adapted to(B, (Ji)i∈I ). Then, the covering
completion of(Γ (B), (kerπiΓ )i∈I ) is an LC-differential algebra overBc.
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